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Abstract

A vibrant literature incorporates elements of bounded rationality into choice theory. We

survey this work, discussing five central ways in which the literature has modeled depar-

tures from the rational choice procedure. We discuss the variety of purposes axiomatic

choice characterizations serve for these positive theories; explore the permissiveness of

these theories; synthesize the welfare debate; and assess important future directions.

1 Introduction

The first order of business in a survey, especially one whose title has a slightly nebulous

meaning, is to explain what it is about. We will thus begin by creating a common

understanding, at least for our purposes here, of the terms bounded rationality and choice

theory ; and by extension, an understanding of what strands of the literature we will and

will not discuss.

Evidence suggests that decision makers can have difficulty comprehending or paying

attention to the available options; they may be fickle, changing their decisions based on

seemingly irrelevant contextual information; they can be subject to a variety of judgment

biases; and may be satisfied with outcomes that are simply good enough. Bounded

rationality can capture such features, but is not an umbrella term for them. Nor is the term
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a mere acknowledgement that humans’ optimizing abilities fall short of super-computers.

More than this, the term calls to mind structured and limited (bounded) departures from

rationality. Boundedly-rational decision makers act ‘coherently,’ at least in some sense of

that word. Our definition borrows from Rubinstein (1998, p. 2), who encouraged many

strands of this literature: we have in mind decision makers who “make deliberate decisions

by applying procedures that guide their reasoning about ‘what’ to do, and probably also

about ‘how’ to decide.” Complicating our paternal instincts to help them, such decision

makers may or may not be aware of their ‘irrationality’, and even if aware, may or may

not deem their choice procedures mistaken. In an elegant survey of evidence for bounded

rationality, and why it should be incorporated into models, Conlisk (1996, p. 671) points

to the importance of deliberation costs: “heuristics often provide an adequate solution

cheaply whereas more elaborate approaches would be unduly expensive....[this tradeoff]

tends to be pushed out of sight in economics by the emphasis on unbounded rationality.”

Since Conlisk (1996)’s appeal, there has been a great deal of economic research in-

corporating bounded rationality. In this survey, we are concerned with the literature on

individual decision making. We draw a slightly fuzzy line demarcating choice theory from

its cousin, decision theory. Both are concerned with understanding the choices individuals

make. Despite this common goal, they follow different approaches. The modus operandi

in decision theory is to start with a preference ordering over some domain, thereby start-

ing from the vantage point of rationality.1 The aim is to impose axioms on the preference

to characterize more specific functional forms; for example, expected utility for risk pref-

erences, discounted utility for time preferences, preference for flexibility or commitment

when facing menus of options.

Rather than taking the maximization of a preference ordering as a given, choice theory

is rooted in the choices themselves. At its broadest level, choice theory is simply the study

of choice patterns and the models that may generate them. Of course, since preference

orderings can be summarized by the pairwise choices they generate, decision theory could

be seen as a subfield of choice theory. However, the purpose of our survey is to focus on

1This does not mean that behavioral features are not of interest to decision theorists. Rather, part
of the work is to construct the domain of the preference ordering in such a way that the behavior in
question is expressible through preference maximization; this is what Lipman and Pesendorfer (2013)
call the ‘Krepsian’ methodology, in recognition of that author’s influence on the field. Spiegler (2013)
discusses limitations of this approach: for instance, he is concerned with the potential tension between
behavioral considerations and the assumption that the decision maker has the ability to formulate a
complete and transitive preference over potentially complex objects, or the assumed ability to anticipate
the psychological phenomenon in question when facing such objects (and without facing the behavioral
bias at that point). In such cases, the work may provide foundations for behavioral effects, but not
necessarily from the vantage point of bounded rationality.
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choice patterns that need not be consistent with the maximization of a preference ordering

(as such, the subset of choice theory that we study here is not intended to be normative

in nature). Still, the demarcation line between choice theory and decision theory can be

blurry: representation theorems using a weaker notion of preference can explain irrational

choice patterns (e.g., incomplete preferences, intransitive indifferences). It should not be

surprising, then, that progress in decision theory can inspire choice theories of bounded

rationality, and vice versa.

More broadly, the choice-theory literature may draw on different sources of inspi-

ration. An array of experimentally-observed anomalies from the economics, marketing

and psychology literatures, such as status-quo bias, the attraction effect, and reference

dependence, commonly inspires this work. Simple introspection about the confines of

rationality (e.g., ‘I am often indecisive’), or the influential suggestions of others (e.g.,

Herbert Simon), may play a role. And theories may be inspired by psychological evi-

dence (e.g., imperfect perception). Indeed, there is some intersection with an interesting

literature that builds decision-making models based on facts about human cognition, in

the hope of simultaneously accounting for several biases; see, for instance, the surveys of

Fehr and Rangel (2011), Rabin (2013) and Woodford (2020). This literature is not always

interested in deriving the full testable implications of the models it develops, but we will

see that it sometimes inspires choice-theoretic work that does. Such a choice-theoretic

analysis may answer several questions of interest, such as (i) is the model falsifiable? (ii)

can the testable implications be broken down into insightful principles or axioms? (iii)

might the model have the same testable implications as other models whose motivations

and structure seem entirely unrelated?

Our target literature is rich in several respects. Firstly, as may be inferred from above,

bounded rationality may take many forms. Secondly, theories may be designed to explain

different anomalies (and some theories may explain several). Thirdly, theories may differ

in the type of ‘choice data’ they generate or require for testing, be it a single choice per

menu, a set of choices per menu, or a probability distribution over choices per menu (i.e.,

stochastic choice functions, in which there has been a recent surge of interest). In the apt

words of one referee, a goal of this survey is to be “helpful for general economists to wade

their way through the maze of models.” Towards this end, one must take a conceptual

stand on how to taxonomize this literature. Though no taxonomy can be perfect, we see

intellectual coherence in examining five central ways one may relax rationality’s tenets.

Rather than assuming the decision maker expertly maximizes a perfectly known, stable

preference ordering in each menu she faces, works have considered situations where (i)
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she has an imperfect understanding of her preferences, (ii) she must somehow aggregate

multiple, conflicting preferences, (iii) she may overlook some alternatives in the menu, (iv)

she is subject to contextual effects, and (v) she is content making suboptimal, but not

subpar, decisions. We group works at this conceptual level, rather than which anomalies

they explain, or which choice data they presume.

These five central types of departures from the rational choice procedure serve not only

as an organizing principle in this survey, but also clarify the forms of bounded rationality

this survey will consider. With this understanding of the choice-theory literature in mind,

which we develop in Sections 2 and 3, we then delve further into the questions this

literature both studies and raises. We begin with the literature’s modus operandi. The

papers covered in this survey typically examine the axiomatic systems underlying the

models proposed. While one might associate axioms with normative principles, bounded

rationality theories are, clearly, not intended to be normative in nature. We discuss in

Section 4 several important purposes such characterizations nonetheless serve. Next, we

examine some difficult questions this literature raises. In particular, should we worry that

these new choice theories are too permissive? And are they explaining the right patterns of

choice? We explore these matters in Section 5. Finally, what normative implications can

one draw from choices that are inconsistent with preference maximization? We synthesize

in Section 6 a factious discourse on welfare inference. We conclude in Section 7 with our

assessment of important future directions for research.

We now turn our attention to synthesizing our target literature. Knowing both its

size and our own bounded rationality, we presume this survey has at least a handful of

important and inadvertent omissions. For these we apologize.

2 Setting the stage

We now lay out the basic framework in preparation for the ideas to come. Rationality

serves as our running example in this preliminary section, as its aspects are varyingly the

point of departure or the inspiration for bounded rationality theories.

We consider a finite set X of conceivable options. A choice problem involves a

nonempty subset S ⊆ X, which we call a menu. Denote by P(X) the set of all menus.

Some strands of the literature in decision theory impose more structure on the options in

X, such as when studying choices over lotteries or consumption streams. In those cases,

it may be sensible to impose more structure on preferences and choices as well (e.g., ex-

pected utility maximization and departures from it). For the most part, this survey stays
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at a more abstract level, so that the main lessons remain valid whatever the structure

imposed on X. Indeed, the basic choice-theoretic framework discussed here represents the

common denominator of all choice situations. But some theories of bounded rationality

naturally pertain to observable aspects or dimensions of the choice object and we will

occasionally delve into those.

A choice theory provides a description of a process that the decision maker, hence-

forth DM, may use to make choices. For instance, rational choice theory, in its simplest

incarnation, says that the DM has a strict preference ranking over X and always chooses

her best available option. This defines a choice function c : P(X) → X, where c(S) ∈ S

represents the DM’s choice from the menu S. Of course, we cannot observe the mental

process described by rationality–or any theory, for that matter.2 We can, however, un-

derstand the choice patterns a theory generates, even if (as will become clearer below)

this does not provide irrefutable evidence of the DM’s underlying choice process.

For example, suppose a rational DM is about to book a hotel for a vacation, after

thoroughly reviewing three options: a hotel in New York, one in Las Vegas, and a ski

resort in Colorado. The DM decides on New York, and is about to complete the purchase

when she learns that the ski resort is now fully booked. If her preference ranking is stable,

as rationality requires, then New York remains her best choice and she should pursue the

reservation, as planned. This is an instance of the following well-known property:

Independence of Irrelevant Alternatives (IIA) For any menus R, S with R ⊆ S, if

c(S) ∈ R then c(S) = c(R).

IIA characterizes all choice functions arising under rationality: a choice function can arise

from the maximization of a strict preference ordering if, and only if, it satisfies IIA.3

In general, a property which characterizes the choice patterns of a theory may be

considered insightful and meaningful without reference to the theory itself. A DMmay find

IIA normatively appealing (and follow it), without their choice process truly being rational

(though their choice patterns will appear rational). Indeed, building on Rubinstein (1998),

consider a DM who is partial towards a subset F ⊂ X of food items in the cafeteria. The

2Some have argued, though, that observing neural activity can help predict choices; see, for instance,
Smith et al. (2014) and references therein. At this point, choice data is still more readily available.

3Why is this? First suppose we have a rational choice function c. Since c(S) is the most preferred
alternative in S, then it is also most preferred in any subset R to which it belongs. Hence c(S) = c(R), and
IIA is satisfied. Conversely, suppose c is a choice function satisfying IIA. We may define a complete and
transitive preference P as follows: x1 := c(X) is best, x2 := c(X \ {x1} is second best, x3 := c(X \ {x2}
is third best, etc. Suppose, by contradiction, that the choice function c does not pick the P -maximal
element in S for some set S. Denote by xi that P -maximal element. By construction of P , i must the
smallest index in S, so c(S) = xj for some j > i. But we know that c({xi, xi+1, . . . , x|X|}) = xi while
c(S) ̸= xi, and xi ∈ S ⊂ {xi, xi+1, . . . , x|X|}. This contradicts c satisfying IIA.
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cafeteria displays items in a fixed order, though the available options can vary (some

racks may be empty). Moving along the cafeteria line, the DM chooses the first item that

belongs to F , or the last item in the display if no element of F is available. Such a DM’s

choices will satisfy IIA, but their mental process is actually an instance of ‘satisficing’

(see Section 3.5). This points to the fact that different choice processes can have identical

behavioral implications, even when the resulting choices are rational. We will encounter

further such examples among bounded rationality theories. Ruminating further on choice

processes could shed light on whether richer data would distinguish between those theories;

for instance, we could compare choices before and after redesigning the cafeteria display.

As a step towards incorporating data into the analysis, it is helpful to differentiate

between the set of choice functions that can potentially arise under a theory, and the

choices that are actually observed. An observed choice function cobs : D → X describes

the choice cobs(S) the DM has made from each menu S in the set of observed menus

D ⊆ P(X). If the data is consistent with a theory, then it should be possible to extend

cobs (i.e., fill in a choice for each unobserved problem) into a full choice function arising

under that theory. This can be daunting, as D may be small relative to P(X). But testing

consistency can be a straightforward process if using the right approach. This is easily

demonstrable for rationality. As Samuelson (1938, 1948) pointed out in the context of

consumer theory, the data x = cobs(S) reveals that the DM prefers x to every other element

of S. A first observation is that IIA, which effectively requires asymmetry of the binary

relation comprising all revealed preferences from nested sets in D, paints an incomplete

picture of rationality’s empirical content unless D is sufficiently rich (e.g., contains all

menus of sizes two and three).4 The Strong Axiom of Revealed Preference (Houthakker

1950, Richter 1966), or SARP, characterizes the empirical content of rationality:5

Strong Axiom of Revealed Preference (SARP) Take any sequence S1, S2, . . . , Sn with

cobs(Si+1) ∈ Si for all i ∈ {1, . . . , n− 1}. Then either cobs(S1) ̸∈ Sn, or all the choices are

the same (cobs(Si) = cobs(Si+1) for all i).

SARP boils down to ensuring the revealed preference is acyclic, and thus has a transitive

4For instance, suppose the observed choice function tells us x = cobs({x, y}), y = cobs({y, z}) and
z = cobs({x, z}). The revealed preference is cyclic, in direct contradiction to rationality, but IIA is
vacuously satisfied because {x, y, z} ̸∈ D. The Weak Axiom of Revealed Preference (WARP) provides an
important generalization of IIA, ensuring that the revealed preference arising from any sets in the data
is asymmetric. Formally, WARP says that for all R,S: c(R), c(S) ∈ R ∩ S ⇒ c(R) = c(S). But this still
does not guarantee the ability to explain the data with a transitive preference.

5Houthakker (1960) phrased SARP for consumer demand. Richter (1966) generalizes to an abstract
choice setting with potentially multi-valued choices, and refers to the property as Congruence.
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completion to all of X.6 If so, cobs is easily extended into a rational choice function, by

maximizing the completed preference out of sample. For bounded rationality theories,

constructing revealed preferences may be more nuanced, but the essence of SARP – an

acyclic revealed preference – can remain relevant for understanding testable implications.

Notice that SARP highlights the challenge of welfare inference. The fact that the

revealed preference may be incomplete (at least without a rich-enough dataset) means

that multiple preference orderings may explain the DM’s choice data.7 How do we know,

then, what is welfare improving? Varian (1982) addresses this precise problem for ra-

tional but incomplete choice data. Taking a conservative approach, he asserts that x is

revealed preferred to y only when all rationalizing preference orderings share that ranking.

Complicating welfare analysis yet further, a similar multiplicity issue occurs for bounded

rationality theories, even when all possible choices are observed.

So far, we have discussed only choice functions. More broadly, a theory may give rise

to a choice correspondence C : P(X) → P(X), with C(S) ⊆ S for each menu S. In

its most general form, rationality allows for indifference, with C(S) representing the set

of preference maximizers in the menu S. In this case, rational choice correspondences

are characterized by two properties, Sen’s α and β (Sen, 1971). Condition α is a simple

generalization of IIA to correspondences (it requires any choices in a menu S to also

be selected in any smaller menu R ⊆ S to which they belong); and, as we will see, it

has found new life in recent bounded rationality theories as a property of alternatives

considered rather than chosen. Condition β, sometimes called expansion consistency (it

requires that if some choice in a subset is still chosen in a larger menu, then so are all the

other choices from that subset), has played a role in some bounded rationality theories as

well. We will also see that choice correspondences arise for multiple interesting reasons

beyond indifference once one relaxes the assumption of rationality.

Regardless of the reason for multivalued choices, we must take a philosophical stand

before analyzing an observed choice correspondence Cobs. Namely, should we interpret

Cobs as representing all of the theoretically possible choices the DM could make (and thus

test if there is a choice correspondence C under the theory such that Cobs(S) = C(S)

for each problem S ∈ D), or should we worry whether other possible choices could have

been recorded had we observed the DM for longer (and thus test if Cobs(S) ⊆ C(S) for

6A relation ≻ is acyclic if one cannot find a sequence of options x1, x2, . . . , xn comprising a ≻-cycle,
x1 ≻ x2 ≻ . . . ≻ xn ≻ x1. In general, a binary relation may be incomplete: not every pair of options
need be comparable. A transitive completion of ≻ is an extension of ≻ into a complete relation that also
satisfies transitivity. It is possible to find a transitive completion if, and only if, ≻ is acyclic.

7Of course, if we had a complete choice function at hand, then inferring the DM’s entire preference
ranking would be easy, but there would be nothing left to do, having observed all her choices already!
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all S ∈ D)? Under rationality, the former view yields crisp revealed preferences (all

elements of Cobs(S) are indifferent, and strictly better than those in S \ Cobs(S)), and

the empirical content is given by the Generalized Axiom of Revealed Preference (GARP),

which requires this revealed preference to be acyclic. The latter, cautious view of the data

may be more realistic, but then observed choices can always be explained as arising from

a rational DM who is indifferent over all of X. For this reason, one typically requires

preferences to respect some natural criterion given the context (e.g., monotonicity for

bundles, first-order stochastic dominance for lotteries) when taking the latter view.

It is important to keep in mind that choice correspondences describe the DM’s possible

selections from each menu, but ignore their relative frequencies. Letting ∆(·) denote all

lotteries over a finite set, such information can be captured by a stochastic choice function

(SCF), σ : P(X) → ∆(X), which associates to each menu S a lottery σ(S) ∈ ∆(S).

For a rational DM, who perfectly maximizes a stable preference, probabilities play no

substantive role: only the support of σ(S) matters. Probabilities become relevant when

analyzing aggregate choices from rational DMs with heterogenous tastes, as suggested

in the classic works Falmagne (1978), Barberà and Pattanaik (1986), and McFadden

(1976). Notwithstanding, McFadden (1976, p. 371) points out that “the analyses may

be on sounder behavioral ground in postulating random preference within each subject.”

Indeed, we will see that the bounded rationality literature has not only developed models

of random utility but considered other sources of stochasticity as well.

Whether one considers deterministic or stochastic choice theories, observe that we

have so far defined the objects of interest (c, C or σ) following the classic paradigm: they

take choice menus as inputs, and output some selection(s) or lottery over the menu, as a

description of the DM’s decision. Yet theories could potentially enrich these objects in two

different ways. One such enrichment regards the domain, affecting the very definition of a

choice problem. Indeed, the menu may be paired with additional contextual information

(e.g., an exogenously-known status quo, the known order in which alternatives are pre-

sented) from some possible set ID that the modeler considers relevant, so that the domain

is instead the product set P(X)×ID. The other manner of enrichment regards the range,

encoding further information which is provided by the DM, whether consciously or not.

The set IR of potential decision-related information that may be collected could include,

among other possibilities, response time data, eye-tracking information, or intermediate

process data (i.e., prior to finalizing a decision). A theory may specify how such richer

choice data may be used to sharpen our inferences. A conceptual difference between these

two types of enrichments is that the latter is generated endogenously by the DM during
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the decision-making process, while the former is simply a feature of the choice setting

(possibly exogenous, or possibly manipulable by the experimenter). Both enrichments

may certainly coexist in a theory, though only a minority of the works in this literature

invoke at least one. We come back to some of these ideas in Sections 3.4, 3.5, and 6.

3 Central concepts of bounded rationality

Rationality endows the DM with a single, stable and well-behaved (complete and transi-

tive) preference, and assumes that she systematically identifies all available options and

never fails to maximize her preference. More recent theories typically relax one or more

of these assumptions. A boundedly rational DM may have difficulty distinguishing which

is the better alternative. She may be conflicted between multiple objectives, and rely on

rules of thumb to come to some compromise. She may not pay attention to all feasible op-

tions when determining which option is best. Perhaps her preference is not stable, varying

with contextual information. Or she may simply be satisfied by fulfilling her preference

to some degree, instead of maximizing it.

We follow this taxonomy as we survey recent theories of choice. This provides some

structure which, we hope, helps organize one’s understanding of the literature. Though

useful, the taxonomy is by no means definitive. Some theories contribute to multiple

categories, and we have had to make a judgment call on which category is most salient.

3.1 Imperfect Perception of Preferences

Psychophysics, a termed coined in the seminal work of Fechner (1860), is the branch of

psychology studying the quantitative relationships that may exist between physical stimuli

and the way we perceive them. For instance, how much louder must a sound be, or how

much heavier must an object be, to be able to perceive the difference? The famous Weber-

Fechner laws (Fechner 1860) hypothesize relationships between the intensity of increase

in a physical stimulus and the (imperfect) ability to perceive it.

Luce (1956) applies these insights to decision making, observing that the utility of

an option may have to be significantly larger than another for a DM to perceive the

difference. This raises the possibility of intransitive indifference, as Luce illustrates using

one’s morning cup of coffee. Most would not notice the difference, and hence express

indifference, between a cup of coffee with n grains of sugar and one with n + 1 grains of

sugar. Yet most people have some strict preference between getting one spoonful of sugar
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versus none, and certainly no one wants a pound bag of sugar poured into their coffee.

Rational choice can be amended to accommodate such effects. Say the binary relation P

has a utility-threshold representation if there exists a utility function u : X → R and a

threshold τ such that yPx if, and only if, u(y)−u(x) > τ . The DM’s possible choices from

a menu S comprise those feasible options x ∈ S for which one cannot find y ∈ S such that

yPx. Luce (1956) assumes τ is a non-negative constant, which amounts to P being a semi-

order (Scott and Suppes, 1958).8 The underlying idea is that utility differences may be too

small to distinguish; but that if one can distinguish between two alternatives, then larger

utility differences should be distinguishable too. Important feature of semi-orders are that

they may be incomplete and have intransitive indifferences, though the term ‘indifference’

may be misleading in this context. A situation where a DM is truly indifferent between

alternatives is conceptually different from one where she cannot distinguish between them,

and Eliaz and Ok (2006) look for conditions on choice behavior identifying which is true.

A multitude of variants of Luce (1956)’s model have been studied, by varying prop-

erties of the threshold τ .9 Moreover, several theories consider the sequential application

of such thresholds or semi-orders. An early example is Tversky (1969), who envisions the

alternatives as having multiple dimensions that matter to the DM. Options are assigned

a utility along each dimension, and when comparing any pair of options, the DM lexi-

cographically reviews the dimensions one by one. In this iterative process, she overlooks

dimensions where the utility spread is less than a fixed threshold level, and finalizes her

selection as soon as she finds a dimension where the spread exceeds that level. Devel-

oping the idea of similarity further, Rubinstein (1988) proposes a procedural model of

decision-making over simple, binary lotteries; he suggests natural axioms of similarity for

the probability and prize dimensions that yield a representation relating to semi-orders:

one can find an increasing function of the prize (probability) such that the difference is

noticed only if it exceeds a threshold. When comparing two lotteries, Rubinstein’s DM

can identify dominating lotteries, and otherwise goes for the lottery with the better prize

(probability) when only the prizes (probabilities) are dissimilar. Manzini and Mariotti

(2012b) build a full-fledged choice theory around the sequential application of semi-orders.

The DM has a collection of semi-orders and a fixed sequence in which she applies them;

she narrows her choice set down to a single element by further eliminating in round i

8Formally, a transitive and irreflexive relation P is a semi-order if both of the following hold for any
x, x′, y, y′: (a) if xPy and x′Py′ then xPy′ or x′Py, and (b) if xPy and yPx′ then either y′Px′ or xPy′.

9Interval orders correspond to situations where τ is non-negative and can vary with y (see Mirkin
(1974) and Fishburn (1985)). As easily checked, P is acyclic if, and only if, it admits a utility-threshold
representation with a non-negative τ that can vary with both x and y. Authors also explored a variety
of more specific functions τ ; see the book of Aleskerov et al. (2007) for a thorough literature review.
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options that are dominated according to the ith semi-order.10 Beyond their sequential ap-

plication, Luce-type threshold functions serve as a building block for several other models

discussed in this survey, most notably in relation to satisficing (Section 3.5).

Though Luce himself was a contributor to psychophysics, his 1956 assumption of

deterministic perception (i.e., the DM always or never perceives the difference between two

alternatives) departs from that field’s typical presupposition of probabilistic perception.11

One may indeed scrutinize deterministic perception in view of the accumulated evidence

in both psychophysics and economics (Woodford, 2020). Consider an early experiment

by Mosteller and Nogee (1951). Subjects face multiple questions that amount to choosing

between, for instance, (a) 5 cents for sure, or (b) a lottery that pays $M with probability

p. Classic choice theories boil down to specifying a threshold M∗ such that option (a) is

picked whenever M < M∗, while (b) is picked whenever M > M∗. Only for a single value

of M , namely M = M∗, should a participant sometimes pick (a) and sometimes pick (b)

when facing the same question on different occasions. Instead of a step function, Mosteller

and Nogee find that the frequency with which a subject picks option (b) is typically an

increasing, continuous S-shaped function of M .

In line with such evidence, Luce (1959)’s highly influential model forgoes his earlier

approach: “A basic presupposition of this book is that choice behavior is best described

as a probabilistic, not an algebraic, phenomenon” (p. 2). He instead takes the stance

that perception is a root cause of stochasticity, observing that “The psychologist has been

largely unwilling to make the economist’s algebraic idealization, for in some measure the

substance of his problem resides in the fact that people are unable to make consistent

discriminations” (p. 21). In what is now known as the Luce rule, the DM has a utility

function u : X → R++ and selects an option x from the menu S with probability u(x)∑
y∈S u(y)

.

In subsequent work on random utility, one models the DM as having a utility function

v : X → R and maximizing a perceived utility function vk(x) = v(x) + ϵk(x) in each

instance k she makes a choice, where ϵk(x) is the realization of a random variable with a

cumulative distribution function F that is independent of x (McFadden, 1981). Interest-

ingly, the resulting probability of picking x is the Luce rule with u(·) = exp(v(·)) when F

is taken as a Gumbel distribution.12 There have been many variants and generalizations

of the Luce rule, some of which are discussed in the survey of Rieskamp, Busemeyer and

10This is the special case of the sequential shortlist methods studied by Manzini and Mariotti (2007) and
Apesteguia and Ballester (2013) (see Section 3.3 of this survey), where each rationale used to construct
the shortlists corresponds to a semi-order.

11For instance, a ‘just-noticeable difference’ is one that is perceived at least half the time.
12Often in econometrics, x is a vector of characteristics and v is linear, leading to the well-known

multinomial logit model. If F were normally distributed, one would get the probit model instead.
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Mellers (2006). We discuss here some recent contributions which address issues with, or

connections between, models of perception; and we defer to the coming subsections those

contributions which focus on other aspects of bounded rationality.

Contrary to semi-orders, which are specifically tailored to capture similarity, the Luce

rule struggles in dealing with similar alternatives. Debreu (1960) first raised this critique,

noting that contrary to Luce (1959)’s prediction, adding a second orchestra’s recording

of Beethoven’s eighth symphony to a menu of Beethoven’s eighth and Debussy’s quartet

should not overturn a DM’s preference for the latter; a more popular incarnation of this

example is that a DM selecting between bus and train travel should not be more likely

to pick a bus when both red and blue buses are available. The nested logit model is a

commonly-applied generalization that deals with similarity, by presuming the DM cate-

gorizes alternatives, draws a category using a Luce rule, and then draws from within the

category using a Luce rule; see, for instance, McFadden (1978). Kovach and Tserenjigmid

(2022a) provide the first axiomatic foundation for a non-parametric version of this model,

pointing to a weakening of Luce’s choice axiom that accommodates similarity.

The two different literatures spurred by Luce (1956, 1959) to address perception are

merged in a hybrid model proposed by Horan (2021). In the model’s first stage, the DM

rules out alternatives dominated by a semi-order, and in the second stage, uses a Luce

rule to choose from what remains. Importantly, the two stages are intricately tied. In

the first stage, the DM only identifies an interval of utilities that may be assigned to each

object, and the DM’s semi-order is able to compare precisely those objects for which one

utility interval is fully above the other. In the second-stage, the utility function the DM

uses in the Luce rule must be comonotone with the utility intervals identified in the first

stage: formally, if the utility of one object is higher than another, then each endpoint of

the better object’s interval must be greater than that for the worse object.

Horan’s model accommodates an inability to distinguish between some alternatives in

the first stage. Though not resolving Debreu (1960)’s critique, it addresses another quirk

of Luce (1959)’s characterization theorem: requiring, for each menu, that the DM has a

strictly positive probability of choosing any given alternative.13 More permissive models,

where the DM applies the Luce rule only to a set of considered alternatives, have also been

proposed (see Section 3.3). An alternative way of addressing this, proposed in Apesteguia

and Ballester (2020), is taking the closure of Luce’s model. Connecting these different

fixes, Doğan and Yildiz (2021) show that the only models at this boundary, beyond the

13As more fully discussed in Horan (2021), Luce (1959) also has a lesser known theorem with a partial
characterization, that allows for some violations of the full-support assumption.
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deterministic rational one, are ‘preference-oriented’ Luce Rules, whereby the DM applies

a Luce rule, using some weights, to the maximizers of a weak preference ordering.

As noted above, Luce’s model can be viewed as arising from a DM who maximizes a

perceived utility function, where she receives a noisy signal on each option’s value. One

could have imagined that, instead of simply selecting the option with the highest signal re-

alization, the DM uses those signals to update her prior over the options’ values. In other

words, there may be inference following perception. In that case, it would be sensible for

the agent to pick the option with highest expected value given her updated beliefs. This

is precisely the approach taken by Natenzon (2019), who introduces the Bayesian probit

model. This model explains stochastic choice patterns consistent with the attraction and

compromise effects, discussed in Section 3.2; and can also accommodate situations where

choices might be nudged by options that are present, but cannot be chosen (e.g., unaf-

fordable). Natenzon (2019)’s model may explain violations of regularity.14 As discussed

further in Section 4, regularity requires the probability of choosing a given alternative to

weakly decrease when the menu enlarges. This property is satisfied by the Luce model

and the random utility model (RUM) more broadly.

Finally, a vast literature on rational inattention,15 surveyed by Mackowiak, Matějka

and Wiederholt (2021), studies a DM’s optimal choice of how much information to gather

about alternatives, given information-processing costs. As this affects a DM’s ability to

distinguish between alternatives’ characteristics and utilities, there would seem to be a

close connection with perception à la Luce. Matějka and McKay (2015) formalize the

connection within a discrete choice, rational-inattention framework, providing a micro-

foundation for a variant of Luce (1959)’s multinomial-logit model. Their incarnation

incorporates both true payoffs of outcomes and the DM’s beliefs about them. As such, it

addresses the aforementioned critique of Debreu: believing the differently colored buses

are essentially the same, the DM would treat buses as leading to the same outcome. On the

other hand, their variant may violate regularity due to the endogeneity of (in)attention.

14Perception models not involving learning may explain regularity too; see Horan (2021), discussed
above, and Echenique, Saito and Tserenjigmid (2018), who introduce a perception priority ordering.

15Beyond rational inattention, Gabaix (2019)’s survey places under a simple unifying framework a body
of applied work interested in misperception of important objects such as utility, probability, and prices:
the DM’s perception of the object is a convex combination, parametrized by a weight m, of the truth
with some assumed default value. In a multidimensional setting, Gabaix (2014) endogenizes the attention
parameters for different dimensions of the problem as the outcome of sparsity-based optimization.
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3.2 Resolving conflicting criteria

The beauty of the standard preference relation is that it succinctly encapsulates all the

decision maker’s principles and criteria. Yet aggregating rankings over different dimen-

sions into a single, all-encompassing preference is perhaps easier said than done. Instances

of bounded rationality can arise from the intricacies of reaching a compromise when con-

templating conflicting objectives.

Such forces are often credited for causing a well-known violation of rationality known

as the attraction (also known as decoy or asymmetric dominance) effect. Consider a DM in

need of shampoo. It is plausible she has multiple conflicting criteria in mind, including,

for instance, her budget and the inconvenience of running out of shampoo. Suppose

shampoo bottles A and B are hard to compare from this perspective: A is larger, but B

is cheaper. The DM ends up choosing B. To prevent this, the company selling A might

try the following marketing trick: it adds a variant of A, a ‘decoy’ called A′, that is clearly

inferior to A, but hard to compare to B (Huber, Payne and Puto, 1982). For an extreme

example, say A′ has the same size as A, but is even more expensive. The goal isn’t to

make profits from selling A′, but instead to increase the demand for A.16 The underlying

insight here, as Simonson (1989) and Shafir, Simonson and Tversky (1993) point out, is

that in complex problems, DMs grasp for reasons: they tend to pick an option that can

be justified in a simple way. In this case, the clear superiority of A over A′ may nudge

her to pick A from {A,A′, B}, resulting in a violation of IIA.17

These effects are most often explained by explicitly modeling the DM as cardinally

aggregating attributes. Some of this literature examines which dimensions DM weigh

most, or focus on, when computing the aggregate utility of a choice, and how those weights

can depend on the set at hand; other approaches invoke reference-dependent utility over

attributes and are discussed further in Section 3.4. Bordalo, Shleifer and Gennaioli (2012,

2013) provide a theory of salience for multidimensional choice objects like lotteries and

consumer bundles, where the DM focuses on an option’s salient attributes when making

her choice (e.g., price, quality, payoff in a given state). They specify formulations where

the salience of an attribute increases the further it lies from the average level of that

attribute in the menu, but with diminishing sensitivity: as all values of that attribute

increase, the less salience matters. Köszegi and Szeidl (2013) propose an alternative

16See Doyle, O’Connor, Reynolds, and Bottomley (1999) for a field experiment along these lines.
17Ok, Ortoleva and Riella (2015, footnote 3) list works documenting the attraction effect in varied

choice domains, and Natenzon (2019, Footnote 3) provides references for examples in the animal world.
Discussions on the meaning and replicability of the attraction effect can be found in Frederick, Lee, and
Baskin (2014), Huber, Payne, and Puto (2014), Simonson (2014), and Yang and Lynn (2014).
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formulation where the DM’s aggregate utility from an option more heavily weights those

attributes exhibiting a wide range of values in the menu.18

In cardinal models such as these, violations of rationality arise because the relative

weight on different dimensions is affected by the attributes in the menu. For instance,

a price tag of $50 for a bottle of wine may be very salient when the alternatives are

cheaper, but less so when the alternatives are in the same price range. Some instances of

the attraction effect can be explained this way, and Bordalo et al. (2013) identify when

such preference reversals can arise (the specific parameters of the model will matter). An

important feature of these papers is that the set of attributes is assumed to be fixed and

exogenously given. If the modeler may freely choose the set of attributes, then even highly

structured, context-dependent methods of aggregating utility from attributes are unlikely

to impose any restriction on behavior (Ambrus and Rozen, 2015).

Other formulations of reason-based choice are ordinal. Kalai et al. (2002) posit that

choice must be top-ranked according to one of the DM’s preference orderings. Naturally,

for this model to have testable implications, the DM’s collection of preferences must be

limited. de Clippel and Eliaz (2012) model the DM’s choice when compromising conflict-

ual criteria as the outcome of an (intra-personal) bargaining problem. They characterize

an ordinal bargaining solution that triggers the attraction effect (as well as a compromise

effect), under which the DM essentially applies a simple, successive-elimination heuristic

when assessing the pros and cons of available options.

Though some of the above works explicitly consider multiattribute objects, it is im-

portant to note that a DM’s conflicting objectives need not be tangible. Problems of

temptation and self-control are oftentimes understood as resolving the tension between

a long-term goal (e.g., healthy lifestyle) and short-term cravings (e.g., smoking).19 de

Clippel (2014) suggests a simple example of a choice procedure where the DM has limited

willpower when choosing from menus. Her willpower is modeled as an integer k repre-

senting the number of alternatives she can overlook. The DM’s choice maximizes her

long-term preference over the set of options that are dominated by at most k elements

according to her short-term craving. Masatlioglu, Nakajima and Ozdenoren (2020) study

18Tversky (1969), who models only binary choices, is a precursor to this approach.
19Many papers in decision theory, starting with the seminal paper by Gul and Pesendorfer (2001),

study a DM’s preferences for commitment as arising from the cost of exercising self-control. There are
two reasons we consider this literature, nicely synthesized by Lipman and Pesendorfer (2013), outside
the scope of the present survey. First, it focuses on rational preferences over menus. Second, while often
including an (explicit or implicit) description of how the DM compromises conflicting objectives when
choosing from a menu, such compromises are often modeled through standard utilitarian aggregation and
thus generate a rational preference. In a sense, the cost of self control is sunk once the menu is chosen.
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a model where the DM can overlook an option only if its temptation utility is close enough

to that of the most-tempting option in the menu. In both cases, resolving the conflicting

objectives means that choices from menus may violate rationality.

So far, we have only discussed manifestations of compromise in deterministic choice.

However, some of the seminal papers in this literature were motivated by stochastic choice

patterns. These influenced not only deterministic theories of choice in the face of conflict-

ing objectives, but some more recent stochastic ones as well.

Observing (weakly) stochastically intransitive choices from binary menus,20 Tversky

(1969) was among the first to consider the aggregation of attributes. In his additive

difference model, the DM sums a function of the attribute-by-attribute differences to

determine which of two options is best. Formally, take an odd function Φi : R → R and

let ui : X → R describe the level of attribute i = 1, . . . , n for each option. The DM

weakly prefers x to y if
∑n

i=1Φi (ui(x)− ui(y)) ≥ 0. In the spirit of Fechner (1860) and

Luce (1959), Tversky extends to stochastic choices by positing that the probability x is

chosen from the menu {x, y} is given by F (
∑n

i=1Φi (ui(x)− ui(y)) for some cumulative

distribution function F . Though restricted to binary menus, his basic model relates to

some later approaches. It is possible to extend Tversky (1969) to all menus, by defining

the aggregate utility of an option x ∈ S by
∑n

i=1 ϕi(maxb∈S ui(b)−mina∈S ui(a))ui(x) for

some functions ϕi (Ambrus and Rozen, 2015). In this case, Köszegi and Szeidl (2013)’s

focus-weighted model corresponds to ϕi being the identity for all i.

Tversky (1972)’s classic procedure of elimination by aspects is another example. In this

model, the DM has several dichotomous criteria (i.e., an option either satisfies a criterion

or not), and then sequentially eliminates items from the menu by applying these criteria

in a random order. Such sequential elimination is ancestral to the shortlisting approach

of Manzini and Mariotti (2007), where general criteria are applied in a deterministic

order (discussed further in Section 3.3); as well as to Mandler, Manzini and Mariotti

(2012)’s model of checklists, where dichotomous criteria are applied in a fixed order.

Since the sequential application of rational choice correspondences still yields a rational

correspondence, the latter describes a procedural model of choice that turns out to be

indistinguishable from rationality. Similarly, Tversky (1972) retains a form of rationality,

even though the random sequencing of criteria leads to stochastic choice behavior. Indeed,

the resulting patterns are consistent with RUM, and any Luce (1959) rule can be captured

20That is, p(x|{x, y}) ≥ 1/2, p(y|{y, z}) ≥ 1/2, and yet p(z|{x, z}) > 1/2, where p(·|S) describes the
probability of choosing an element from the menu S. We note that later work, mostly among mathematical
psychologists, suggests that Tversky’s data is not inconsistent with weak stochastic transitivity when using
proper statistical testing; see the end of Section 5.
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through elimination by aspects. But Tversky’s theory also accommodates classic choice

patterns contradicting Luce’s model, addressing Debreu (1960)’s critique.

Generalizing Luce (1959) even further, Gul, Natenzon and Pesendorfer (2014) intro-

duce attribute rules. An attribute is first selected at random by following a Luce rule, and

then an option is selected within the feasible set by applying a Luce rule for the utilities

pinned down by the selected attribute. Any stochastic choice function obtained through

elimination by aspects can be obtained this way, and any attribute rule is consistent with

RUM. In fact, any stochastic choice function obtained through random utility can be ob-

tained as the limit of attribute rules. The procedure bears some superficial similarity to

nested logit (and also addresses Debreu’s critique), but there are some basic differences,

including that attributes must be identified endogenously from choice frequencies.

When interpreted from an individual decision-making perspective, random utility

models capture a fickle DM with multiple criteria or moods, who chooses according to the

preference drawn at the time of decision. In general, RUM imposes no restriction on how

many such criteria there may be. Several attempts have been made to be more parsimo-

nious. Manzini and Mariotti (2018) explore a model of dual random utility maximization,

which is more restrictive than RUM because it permits just two preference orderings (e.g.,

short-term and long-term preferences in problems of temptation, or selfish and altruistic

preferences in resource allocation problems). Apesteguia, Ballester and Lu (2017) allow a

DM to use only a set of preferences that single-cross under some ordering (as might occur

if the DM’s moodiness affects their coefficient of risk-aversion within a parametrized class

of risk preferences), so that the resulting SCFs must still be within RUM. Filiz-Ozbay

and Masatlioglu (2022) more broadly permit single-crossing, boundedly-rational behaviors

(not just rational ones), and show this generalization allows for any behavior.

We conclude this subsection with some comments that go beyond individual decision

making. First, some of the above models also have a population-based interpretation,

which may be useful in contexts where the researcher only has access to aggregate data

from individuals that have potentially conflicting objectives. For instance, RUM arises as

a mixture of rational choice functions.21 Second, a nascent literature considers the inter-

esting possibility that individuals mutually influence each other, a feature generally absent

from the models above. Cuhadaroglu (2017) examines when the choice correspondences

of two DM’s is consistent with each of them shortlisting a subset of alternatives using

their own (potentially incomplete) preference, and then making a final selection based on

21Unlike rationality, some models are closed under heterogenous mixtures, which amounts to the exis-
tence of a representative agent. Apesteguia and Ballester (2016) show that Luce (1959) does not admit
a representative agent, but RUM and Apesteguia, Ballester and Lu (2017)’s single-crossing variant do.
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the preferences of the other. This is further explored in a stochastic-choice framework by

Chambers, Cuhadaroglu and Masatlioglu (2023).

3.3 Overlooking some alternatives

Rationality requires the DM to give full consideration to all alternatives. Personal and

empirical evidence calls this assumption into question. A class of bounded rationality

theories examines the possibility that the DM still maximizes her preference ordering

≻, but only over the subset of alternatives Γ(S) she actively considers (‘pays attention

to’) from the potentially larger, feasible menu S.22 Of course, without placing further

restrictions on the considering-set mapping Γ, there is no hope for a meaningful theory:

simply imagine that the DM considers just her choice c(S) when facing the menu S, and

any choice pattern can be explained! The literature analyzes heuristics and regularity

properties for how DM narrows down her focus, whether consciously or not, to a subset

of options. We begin with the first wave of theories, in which consideration sets are

deterministic, before incorporating the possibility of random consideration that is studied

in the second wave. Even within this first wave, two complementary approaches appear.23

One class of theories describes a mental process for how consideration sets arise. For

instance, Manzini and Mariotti (2012a) model a DM who thinks of options as belonging to

categories; in each menu, she focuses only on options belonging to undominated categories,

according to some shading relation. Cherepanov, Feddersen and Sandroni (2013) posit

that the DM restricts attention to options she can rationalize, that is, those she can

justify as being maximal for at least one of her rationales (captured by binary relations).

Manzini, Mariotti and Tyson (2013) model a DM who pays attention to any alternative

whose value according to some criterion function exceeds the menu-dependent threshold,

akin to a form of satisficing in the creation of the consideration set. Masatlioglu and

Nakajima (2013) model consideration-set formation through an iterative search process.

Another class of theories imposes plausible conditions on consideration sets, without

being too specific about how those sets form. An advantage is that these conditions may

potentially encapsulate a variety of more detailed stories about consideration set forma-

tion. The conditions may be as simple as requiring the DM to consider a certain number

of elements (possibly dependent on the size of the menu), as in Barberà, de Clippel, Neme

22A related structure arises when the DM may be better informed than the modeler about what options
are actually unavailable (see, for instance, Brady and Rehbek (2016) or parts of Barseghyan et al. (2021)).

23Eliaz and Spiegler (2011) were among the first in economics to model some consideration-set formation
(in a game-theoretic setting), but did not develop a full-fledged theory of attention formation.
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and Rozen (2022).24 But restrictions may also be placed on attention across menus. For

instance, inspired by the marketing literature, Masatlioglu, Nakajima and Ozbay (2012)

assume that a DM’s consideration set does not change when overlooked alternatives be-

come infeasible. Inspired by the notion of choice overload, Lleras, Masatlioglu, Nakajima

and Ozbay (2017) instead posit that an option must be considered in a menu if it is

considered in some larger menu. Naturally, the detail-free approach of this paragraph can

encompass the detail-oriented one in the previous paragraph. For instance, the Lleras et

al. (2017) property, which amounts to IIA on the consideration-set mapping, characterizes

the consideration set mappings arising under Cherepanov et al. (2013).

Broadening the paradigm, one may generalize the ‘preference’ the DM maximizes

over her consideration set to a relation that need not be an ordering. Manzini and

Mariotti (2007)’s sequential rationality is in this vein. The DM effectively constructs

a consideration set through successive shortlisting. In each stage, the DM shortlists

alternatives which are undominated according to a ‘shortlisting’ relation that need only

be asymmetric. When making a hiring decision, for instance, an employer may drop less-

experienced applicants from consideration if experienced ones are available, and continue

to sequentially trim the applicant pool using further criteria (e.g., education, skill). The

DM has a final asymmetric relation which makes a decisive selection from the remaining

options. There are several works delving further into this model or variations thereof.

For instance, Au and Kawai (2011) study the restriction to transitive relations, while

Dutta and Horan (2015) characterize what may be inferred about the underlying relations

based on choices. Apesteguia and Ballester (2013) propose a related notion of sequential

rationalizability which involves only acyclic relations.

The second wave of the literature, studying stochastic attention, presents an analo-

gous modeling question: should we describe the probability a given attention set arises,

or impose regularity properties on distributions of attention sets? Taking the former per-

spective, Manzini and Mariotti (2014) introduce an attention probability γ(x) for each

alternative x, and let
∏

b∈B γ(b)
∏

a∈A\B(1− γ(a)) be the probability the DM pays atten-

tion to the subset B given a menu A. Two structural features are worth noting. First,

the DM’s attention set is empty with positive probability. In this case, the DM is as-

sumed to pick a default alternative (e.g. not buying). A variant, studied in depth by

Horan (2019), avoids resorting to default alternatives by renormalizing probabilities to

24Barseghyan, Coughlin, Molinari and Teitelbaum (2021) extend the classic random utility model, by
similarly assuming agents’ deterministic attention sets contain a minimal number of elements instead of
actively considering all feasible alternatives. Geng and Ozbay (2021) also posit consideration sets of a
fixed size (when the menu is large enough) but impose greater structure in how they are derived.
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ensure the consideration set is nonempty (i.e., dividing by one minus the probability that

the attention set from S is empty). A second feature is that attention probabilities are

uncorrelated across alternatives, and independent of the set of feasible alternatives. This

implies that the restriction of the model to deterministic attention is quite different from

the deterministic models we discussed above: just a single option would be considered in

all problems containing it (and the attention set is empty otherwise).

Several papers consider variations on Manzini and Mariotti (2014)’s probabilistic-

attention process. Brady and Rehbeck (2016) fix a full-support probability distribution π

over a collection of menus, and assume that the DM’s preference is maximized over only a

subset B ⊆ A drawn with probability π(B)/
∑

C⊆A π(C). Manzini and Mariotti (2014)’s

model corresponds to the choice of distribution π(A) =
∏

b∈X\A(1−γ(b))
∏

a∈A γ(a) for all

menus A. Aguiar (2017) models a DM for whom a random subset (a ‘mental category’)

of X becomes salient; the feasible options among those comprise her attention set, which

may thus be empty. Demirkan and Kimya (2020) explore menu-dependent probabilities,

and draw connections with other stochastic choice models.

Taking the detail-free perspective, Cattaneo, Ma, Masatlioglu and Suleymanov (2020)

introduce a random-attention model characterized by a weak monotonicity condition on

attention probabilities. This condition, discussed further in Section 4, captures a notion

that alternatives compete for the DM’s attention: the likelihood of a potential consider-

ation set R improves when removing options outside of R, as they may attract the DM’s

attention away. This property nests multiple models of stochastic attention, including,

for instance, randomizing over Masatlioglu et al. (2012)’s deterministic attention filters,

Brady and Rehbek (2016)’s extension of Manzini and Mariotti (2014), and a model in the

spirit of Tversky’s (1972) elimination by aspects. Cattaneo, Cheung, Ma and Masatlioglu

(2021) propose another detail-free model capturing attention overload; the probability an

alternative is considered in a menu weakly decreases as the menu grows, a form of the

standard regularity axiom but applied to consideration sets instead.

Other conditions on attention have been studied as well. For instance, Dardanoni,

Manzini, Mariotti and Tyson (2020) capture cognitive constraints by a distribution over

the number of elements in their attention sets, yielding a stochastic version of the model

developed in Barberà et al. (2022). Echenique and Saito (2019) and Cerreia-Vioglio et al.

(2021) generalize Luce (1959) to situations where the DM may overlook some alternatives

by applying the Luce rule to only a subset of alternatives satisfying only basic properties.25

25Recall that Luce’s characterization requires a positivity axiom on choice probabilities; see also the
discussion in Cerreia-Vioglio et al. (2021).
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For instance, as in Echenique and Saito (2019), the support of the randomization in each

menu may be induced by undominated alternatives according to a strict partial order.

We wrap up this discussion with some broader comments. In the literature we survey,

having limited ‘attention’ or ‘consideration’ is used nearly synonymously with the title of

this subsection: overlooking some alternatives. By contrast, the aforementioned litera-

ture on rational inattention envisions attention as being closer to perception, in the sense

of Section 3.1: it impacts the ability to distinguish the preference between alternatives.

Caplin, Dean and Leahy (2019) bridge the worlds of ‘perception’ and ‘overlooking alter-

natives’ by considering a richer setting where, like in the rational attention literature, the

DM has a prior about the alternatives, and contemplates which costly Blackwell exper-

iment to take to sharpen their information before making a final decision. With costs

modeled using Shannon entropy, they show that the DM’s optimal information-gathering

rule has a limited support. This means the DM essentially ignores some alternatives,

thereby endogenizing the consideration set; but the preference and consideration set are

not independent, which is a significant departure from the models above.

3.4 Reference points and other context dependence

Broadly speaking, context dependence means that choices are affected by features that

would be deemed irrelevant under rationality.26 Incorporating context dependence often

involves enriching the dataset, and thus departing from the classic choice-theory paradigm.

Of course, any choice function is explainable via contextual effects if no further structure is

imposed. But a sizable and longstanding body of evidence points to rather specific forms

of context dependence playing a role in choice behavior. This includes the attraction

and compromise effects discussed in Section 3.2, but can more broadly include contextual

information beyond the attributes of available options. For instance, the DM may be im-

pacted by the size of the menu, or the order in which options are displayed. As extensively

documented in Kahneman, Knetsch and Thaler (1991), DMs may also be impacted by

highlighted alternative(s), such as in Thaler (1980)’s endowment effect or Samuelson and

Zeckhauser (1988)’s status quo bias. The latter two phenomena are instances whereby a

26Determining what is irrelevant may be easier said than done. Suppose the DM maximizes a preference
ordering which varies with the weather: she prefers ice cream over hot chocolate in warm weather, and
vice versa in cold weather. On the one hand, one could argue that she does not maximize a single,
stationary preference, and that her behavior is dependent on context (outside temperature). One could
instead argue that ice cream in cold weather is actually a different consumption good than ice cream in
warm weather, and that there is a single, stationary preference after all. The outcome of this judgement
call might itself be context dependent: for instance, we may be more inclined to deem the DM irrational
if her preferences instead varied with shelf placement at the supermarket.
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reference point impacts the DM’s evaluation of outcomes; but reference points can also

interact, for instance, with the set of alternatives considered when attention is limited (as

in Section 3.3). The possibility of reference dependence, and even the idea embodied in

loss aversion that losses (relative to the reference point) loom larger than gains, are noted

in experimental studies as early as Markowitz (1952). These concepts were developed

further in Kahneman and Tversky (1979)’s seminal prospect theory for risky choices, and

Tversky and Kahneman (1991)’s generalization to riskless ones.27

3.4.1 Exogenous context dependence and enriched data

We discuss here more recent developments, beginning with the umbrella framework of

Salant and Rubinstein (2008). They introduce the notion of an extended choice problem

(S, f), where S is a menu and f is a frame.28 A frame captures observable information

that the modeler believes may affect choice. This flexible notion can encapsulate, among

other things, a status quo, the order in which options are presented, or how many times

each alternative was advertised. The set of possible frames F thus enriches the domain of

the choice correspondence. Salant and Rubinstein consider the (standard) choice corre-

spondence that is induced by aggregating the choices from a menu across different possible

frames. Depending on the underlying model of framing, they show it may be possible to

explain this induced choice correspondence as the maximization of some preference rela-

tion; in other cases, it may be too coarse to offer any useful information. For instance,

Rubinstein and Salant (2006) study a framework of choice from lists, where the choice

function may depend on the order of presentation. They show list-based versions of the

classic IIA and partition independence properties29 are equivalent, and admit behaviors

behaviors beyond rationality. Nonetheless, the choice correspondence induced from a list-

based choice function (derived by aggregating choices across lists) satisfies WARP if, and

only if, it that list-based choice function satisfies list-based IIA.

Other works also delve into structured manifestations of context dependence, but still

share with Rubinstein and Salant (2006) and Salant and Rubinstein (2008) the simplifying

feature that frames are specified as part of the data. We consider these next. Yet others,

discussed much further below, address situations where the frame (typically a reference

27Barberis (2013) offers an excellent evaluation of prospect theory and its ensuing applications.
28Bernheim and Rangel (2009) introduce a similar framework to study welfare; see Section 6.
29List-based IIA means shortening a list by removing an unchosen alternative does not change choice.

Partition independence generally means dividing a set into subsets, and restricting attention to the choices
from those subsets, would not change choice; the list-based version means dividing a list into sublists and
then selecting from the list of choices does not change choice.
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point) is not specified in the data, but may potentially be inferred from choices themselves.

Masatlioglu and Ok (2005) enrich the domain of choice problems in a more specific

way, by potentially designating a known status quo. In their framework, a choice prob-

lem (S, x) represents a situation where the DM faces a menu S with x as a status quo

(whenever x ∈ S) or there is no status quo at all (when x = ⋄).30 Allowing for choice cor-

respondences over a compact metric space of alternatives, they propose axioms yielding a

classic representation: when there is a status quo x, it receives an extra utility ‘bump’ of

φ(x) that another alternative has to overcome in order to be chosen. Imposing a weaker

set of axioms over a finite set of alternatives yields another insightful representation. The

DM has a vector-valued utility u and an increasing function f that aggregates these util-

ities, and without a status quo, the DM simply maximizes f ◦ u over the menu. A status

quo, however, restricts which alternatives are considered: the DM maximizes f ◦ u over

only those alternatives y ∈ S where the vector of utilities u(y) strictly dominates that

of the status quo, and uses the status quo as the default choice in case no such y exists.

Masatlioglu and Ok (2014) refine these ideas further, observing that choices may be seen

as arising from utility maximization subject to ‘psychological constraint sets’ induced by

the status quo. This may explain a variety of behaviors, ranging from the attraction effect

to extreme status-quo bias (i.e., the status quo is always selected, because it is the only

element in the constraint set), but it need not imply the endowment effect. An important

feature of their models is that the DM acts rationally for any fixed status quo, but varying

the status quo may alter the DM’s selections even when the status quo is not chosen.

Under the above two models, the DM does not suffer from decision avoidance (the

status quo is an option in the menu), nor does she suffer from choice overload (having a

larger menu cannot be worse). Buturak and Evren (2017) demonstrate a channel through

which status-quo bias may lead to both issues. They formalize a choice model with

anticipated regret, where the DM has a fixed default option that does not belong to any

menu (e.g., not choosing anything). The DM is unsure of her preference at the time

of decision (she holds a probability distribution over her ultimate utility function), and

experiences regret if she chooses an ex-post suboptimal option. Critically, the DM does not

anticipate experiencing regret if she sticks with the status quo. Anticipated regret is thus

naturally greater in larger choice sets, leading to a higher chance of picking the default.31

Dean, Kibris and Masatlioglu (2017) put forth another explanation for choice overload

which eschews decision avoidance. Generalizing Masatlioglu and Ok (2014), they posit

30Apesteguia and Ballester (2009) consider a related framework, and examine whether path indepen-
dence properties can still arise when the choice becomes the next status quo in sequential choice problems.

31For another approach to choice overload, but which has some related axioms, see Gerasimou (2018).
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that the DM is restricted by both a (status-quo induced) psychological constraint set and

an attention correspondence satisfying IIA à la Lleras et al. (2017).32 They axiomatically

characterize this representation and test some of its features in a laboratory experiment.

Kovach and Suleymanov (2021) also intertwine attention and reference effects but, in

contrast to Dean et al. (2017), they model attention as a random process. Their DM has

a family of reference-dependent stochastic choice functions, indexed by the alternative

serving as status quo; these arise through the maximization of a single preference relation

over a stochastically-determined attention set that need only include the status quo. This

is rather general, but has testable implications in the form of two simple axioms. Kovach

and Suleymanov also consider imposing additional structure on the reference-dependent

probability with which a given submenu is considered, such as the condition imposed by

Cattaneo et al. (2020) or the more restrictive conditions of Manzini and Mariotti (2014),

Brady and Rehbeck (2016), or Aguiar (2017). They examine which of these reference-

enriched models of attention privilege the status quo alternative in choice behavior.

Notwithstanding these examples, models with an exogenously-specified reference point

need not be models of status-quo bias. Rubinstein and Zhou (1999) axiomatize a model

interpretable as aspirational choice: the DM selects an option which is closest (in Eu-

clidean distance) to an exogenously given alternative. Kahneman and Tversky’s seminal

works let the reference point be the benchmark against which one assesses gains versus

losses, and often simply define it as the DM’s (known) current position. Nonetheless,

they observe that the reference point “can also be influenced by aspirations, expectations,

norms and social comparisons,” and try not to spoil this challenge for others: “the ques-

tion of the origin and the determinants of the reference state lies beyond the scope of the

present article” (Tversky and Kahneman, 1991, pp. 1046-1047).

3.4.2 Endogenous context dependence

Ensuing theories have broached the matter of endogenous reference dependence from

roughly three different angles, that we discuss in turn. A first approach is to have the

theory, rather than the data, specify what the reference point must be as a function of

the menu. This is more typically applied to multi-attribute settings, where the reference

point can act as an aggregator. Kivetz, Netzer, and Srinivasan (2004) explain both the

attraction and compromise effects using a ‘contextual concavity’ model that builds on

Tversky and Kahneman (1991)’s model. Their DM’s reference point is the (potentially

infeasible) alternative constructed by taking for each attribute, the worst level in the menu.

32As well as the property that both alternatives are considered in binary menus.
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The DM then values alternative x ∈ S by
∑

i(ui(xi)−miny∈S ui(yi))
ri , which sums for each

attributes i, a concave CRRA function of the difference between the current alternative’s

utility and that of the reference point. Each utility ui is assumed to be increasing, so the

worst attribute level is readily identified as the lowest one. Kivetz, Netzer, and Srinivasan

(2004)’s ability to explain both effects with their parameterization turns out to be no

coincidence. In a deeper examination, Tserenjigmid (2019) considers a non-parametric

generalization where the worst levels continue to serve as the reference point, and proves an

equivalence between (i) satisfying Tversky and Kahneman (1991)’s diminishing sensitivity,

(ii) displaying the compromise effect, and (iii) displaying the attraction effect.

A second approach, spearheaded by Köszegi and Rabin (2006) for consumption bun-

dles and Köszegi and Rabin (2007b) for monetary lotteries, reimagines reference points

through the lens of an equilibrium concept. They not only enrich Tversky and Kahneman

(1991)’s functional form to include utility from consumption levels themselves, but also

define the reference point against which ‘gain-loss’ utility is evaluated as the DM’s rational

expectations about her potentially stochastic outcome. Formally, the DM holds a proba-

bility distribution about what choice menus she may face, and what she would select out

of each menu, that are indeed correct given her utility function. Hence the reference point

is determined in a personal equilibrium. While this structure means only consumption

utility is maximized in deterministic environments, gain-loss utility does matter whenever

there is some uncertainty. Moreover, there may be multiple personal equilibria, corre-

sponding to different possible reference points. Köszegi and Rabin propose focusing on

the equilibrium leading to the highest utility–the DM’s preferred personal equilibrium.

Ensuing works have examined the testable implications of such an equilibrium view of

the reference point. Freeman (2017, 2019) shows that the preferred personal equilibrium

notion is indeed restrictive over riskless and risky choices, respectively. Masatlioglu and

Raymond (2016) further characterize Köszegi and Rabin (2007b)’s preferences as the in-

tersection of two classic non-expected utility theory models: quadratic utility (Machina

1982) and rank dependent preferences (Quiggin 1982).

A third approach is for the theory to specify how reference points affect choices, with

neither the theory nor the data specifying what those reference points are. The crux of

the matter is to test compatibility with the theory and potentially infer the unknowns.

An early example of this approach is the ‘triggered rationality’ model proposed by Rubin-

stein and Salant (2006b) and further developed by Kibris, Masatlioglu, and Suleymanov

(2021b).33 The DM is envisioned as having a salience ordering over alternatives and a

33See also de Clippel and Rozen (2021) for an analysis in the presence of limited data.
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family of preference relations, each indexed by an alternative x ∈ X. In each menu S,

the DM’s maximizes the reference-dependent preference associated with the most salient

alternative in S. The structure of this model permits partial revelation of preferences and

the salience ordering (and thus reference points): if x is most salient in a menu, then it

is also most salient in any smaller menu in which it is contained, and the choices from

those particular menus cannot mutually contradict rationality. Kibris, Masatlioglu, and

Suleymanov (2021a) consider related ideas within a random-reference point framework:

the DM may use a different reference point for the same menu at different times, and

thereby apply a different reference-dependent preference. Each alternative has a salience

weight and the reference point is drawn by applying a Luce rule using these weights.

Also in this vein is Ok, Ortoleva and Riella (2015), who envision reference points

as impacting the comparative appeal of non-reference alternatives. Permitting choice

correspondences, Ok et al. weaken WARP to accommodate such effects. To get a sense of

how they define a ‘revealed reference’ in such a setting, suppose y is chosen from the menu

{y, x} but x is actually the choice from some triple {x, y, z}; in this case, z essentially

‘helps’ x to become chosen. They also introduce a weaker notion of a ‘potential’ reference

point, which merely requires that z does not reduce the appeal of x. As opposed to a

status quo bias, which could be captured by the models in the paragraph above, this

model precludes the DM from choosing the reference point; it only serves to highlight

other options. The DM has a set of possible utility functions and a reference mapping for

each set. The reference mapping may be empty (in which case the DM behaves rationally),

but if there is a reference point then the DM restricts attention to alternatives that are

least as good as the reference point according to all her utility functions.

Beyond reference points, other forms of context-dependence may be inferred from

choices as well. Without presuming the order in which the DM reviews options is

known, Yildiz (2016) characterizes when potentially stochastic choices are explained by

list-rationality (i.e., the DM has an asymmetric preference and iteratively compares the

next item in the list to the best one so far). Kovach and Tserenjigmid (2022b) propose

a variation of Luce’s model that allows the DM to be affected by focal alternatives (e.g.,

some alternatives may be more prominently displayed). Each menu S is partitioned into

focal alternatives F (S) and non-focal ones (the complement), subsets which the modeler

may potentially infer. The DM applies the Luce rule within each of these subsets, but the

probability of choosing any focal alternative is biased up by a menu-dependent factor.34

Finally, there is also room for hybrid frameworks, as the above categories need not be

34Unlike Luce, their model does not fall within RUM: it permits regularity violations.
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mutually exclusive. For instance, a theory can study endogenous context dependence with

the aid of exogenous information. In Barbos (2010), the DM has a set of exogenously given

categories of lotteries, and chooses the best lottery from some category; but the category

selected is endogenously determined by a reference dependent utility that compares the

best and worst lotteries in a category. Guney, Richter and Tsur (2018) enrich the standard

choice domain by including exogenously-given information about potential alternatives

that may be infeasible (e.g., your neighbor’s luxury sports car) to characterize a model

of aspiration-based choice.35 They impose axioms over choice behavior that identify the

DM’s best alternative in the potential set Y as the aspiration level, and have the DM

choose the alternatives in their menu S ⊆ Y which is most similar to it, according to an

endogenously determined metric. Also potentially allowing for exogenous and endogenous

elements, Ellis and Masatlioglu (2022) propose a model of choice that contains several

previously discussed theories. Their DM uses a reference point to group objects into

categories, and has a monotone and additively separable utility function which depends

on both category and reference point. However, the reference point in their model only

determines an increasing transformation of utility conditional on category, which means it

does not affect within-category choices. The DM’s categories may be simple and exogenous

(e.g., gains versus losses relative to some fixed point) but could also be endogenous (e.g.,

salience). They provide a behavioral foundation for Bordalo et al. (2013) and more

broadly explore axioms that distinguish between known models nested in their framework.

3.5 Satisficing

A rational DM must identify all options in the menu, compare them to formulate a

preference, and successfully maximize that preference. This is no simple feat, and likely

requires time and effort. A more pragmatically-minded DM may instead decide to cut her

search for options short, and thereby remain unaware of some alternatives. Assuming she

does have a well-behaved preference ranking, she may still follow simplifying shortcuts in

coming to a decision. These observations, first put forth by Simon (1955), motivate the

multiple models discussed in this survey. Broadly speaking, Simon’s idea of satisficing

has the DM explore options in some order, and pick the first option she finds acceptable.

Defining an acceptable set might entail having some reference utility level in mind. But

there is an important difference with theories of reference dependence, which goes beyond

whether or not the utility function itself is reference dependent: critically, satisficers seek

35As noted earlier, Natenzon (2019) also allows choices to be nudged by infeasible alternatives.
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options which are merely good enough, instead of systematically striving for the best ones.

There are many incarnations of this idea, depending on how one defines what ‘acceptable’

or ‘good enough’ means, and how the DM’s search proceeds.

The typical, textbook introduction to satisficing goes as follows; see, for example,

Rubinstein (2015). The DM has a utility function u : X → R, a threshold level u∗ ∈ R,
and a search ordering ≻ of options in X. Facing a menu S ⊆ X, the DM reviews options

according to ≻, and picks the first option x she encounters whose utility u(x) is larger or

equal to u∗ (if none passes this test, then the DM picks the u-maximal option from S after

having reviewed all of them). In addition to offering a first formalization of satisficing, this

model is also commonly mentioned because it generates the same set of choice functions

as rationality. Thus, though rationality and this form of satisficing encapsulate distinct

choice processes, they are indistinguishable in terms of predicted choice behaviors.

More realistically, the threshold may vary with the menu. For instance, a low wage

offer may be acceptable in an economic downturn, but not in an upswing. Aleskerov et al.

(2007) formalize a menu-dependent model of satisficing: the DM has a utility threshold

function θ : P(X) → R and their choice correspondence consists, for each menu S, of

all alternatives x ∈ S with u(x) ≥ θ(S). Tyson (2008) requires that if S ⊂ T , then

θ(S) ≥ θ(T ) whenever the best element in S would be satisfactory in T . His expansive

satisficing representation is equivalent to one where the DM has an underlying weak order

P , but maximizes only a menu-dependent weak order that is coarser than P (and gets

coarser the larger the menu is).36 Indeed, contrary to the possibly more common view

that satisficing arises from a search process, Tyson takes the perspective that it arises

from being content with only partially forming one’s preference about the alternatives.

There is clearly an equivalent way to phrase satisficing representations of the kind

Aleskerov et al. (2007) and Tyson (2008) discuss. Namely, one may define a departure

function δ : P(X) → R which indicates how far below the maximum utility level in a

menu the DM is willing to depart. Her choice correspondence consists, for each menu

S, of all alternatives x ∈ S such that u(x) ≥ maxy∈S u(y) − δ(S). Capturing a DM

whose satisficing is worsened by choice overload, Frick (2016) axiomatically characterizes

monotone threshold representations where δ(S) ≤ δ(T ) if S ⊆ T . Frick’s model includes,

as special cases, Tyson (2008)’s model as well as Luce (1956)’s choice by semiorders.

One may argue that endogenizing the threshold, as in the works above, requires the

DM to have at least some understanding of the feasible set; else how could θ (or δ) be menu

dependent? Depending on the assumed functional form, this may be as little information

36Tyson (2021) builds on this, specifying a parametric version amenable to game-theoretic applications.
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as the number of alternatives in the menu. Menu-dependent thresholds may also naturally

arise if DM is initially unaware of the menu she faces, but samples some available options,

and then pick the first option surpassing the best one found during the sampling phase

(a procedure reminiscent of the solution to the famous secretary problem). Still, in other

search-based conceptions of satisficing, the DM may have more specific expectations about

the feasible options in the menu, but may need to exert effort to actually identify them.

This may be a reason, beyond other practical constraints, to avoid presuming that we can

observe all options the DM considers satisfactory. For instance, an experienced recruiter

seeking to fill a position may know the distribution of qualifications in a typical applicant

pool, but still have to interview specific candidates to identify those with an acceptable

combination of qualifications. ‘Good enough’ may then mean someone who is above

average, or in the top quintile if one is more demanding. These variants of satisficing are

discussed in Barberà, de Clippel, Neme and Rozen (2022).

More broadly, Salant (2011) provides an important theoretical foundation for viewing

the DM’s threshold as endogenously adjusting while she reviews the menu. Consistent

with Simon (1955)’s view of satisficing as a phenomenon related to procedural and com-

putational constraints, Salant explicitly models the DM as using only a finite-state au-

tomaton: the DM wishes to maximize expected utility subject to the choice rule requiring

only few states.37 He shows that satisficing is procedurally simple: a choice function has

minimal state complexity if, and only if, it can be represented as a satisficing procedure.

Moreover, history-dependent aspiration thresholds, and list-based effects (such as primacy

and recency effects on choices) optimally emerge. Thus, viewed from the lens of a search

process, a key aspect of satisficing pertains to the order in which options are reviewed.

This leads to several fundamental questions. Does the DM always follow the same

order of contemplation? Does the modeler know the order in which the DM contemplated

options each time she makes a choice? Can a third-party nudge this order? In some cases,

the modeler may formulate a conjecture about the order in which the DM reviews options,

and incorporate this into the theory to be tested. For instance, the order in which food

is displayed in a buffet may be the relevant order for customers who walk through the

cafeteria along the delineated path. Seeing that choices change when the buffet is rear-

ranged proves the DM is not rational, but may still be compatible with satisficing. Hence

additional data can disentangle models that may otherwise be behaviorally equivalent.

37Though Wilson (2014) studies a single decision problem rather than a choice theory, it also explicitly
models the DM as having finitely many states and derives several biases in information processing.
Important precursors to this strand of literature are Rubinstein (1986) and Abreu and Rubinstein (1988),
who consider repeated-game players whose strategies are constrained to being finite-state automata.
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One could imagine collecting richer data involving information about search, in ad-

dition to final choices. Caplin and Dean (2011) explore the theoretical analysis of such

enriched data (see also Papi (2012)), noting that the search models they consider, though

natural, do not have testable implications with standard choice data alone. Caplin, Dean

and Martin (2011) implement a novel experimental design that partly reveals subjects’

choice process (an instance of enriching the range of the choice object). In their ex-

periment, each participant can update her selected option as time unfolds, knowing the

selection will be finalized at a randomly selected time. Each option corresponds to a mon-

etary payment, but effort is required to decipher the amount is (a sum of numbers written

in plain english). Their choice process data is indicative of satisficing: option switches

most often improve payoffs, and switches stop on average if, and only if, a certain pay-

off reservation level has been surpassed. Moreover, the data suggests the threshold is

context-dependent, consistent with their model of search costs: the threshold decreases

with the complexity of each option, and increases with the number of available options.

Reutskaja, Nagel, Camerer, and Rangel (2012) instead use eye-tracking technology to

elicit information about search process in an experiment where participants select snacks

under time pressure and choice overload. They propose three models to analyze the data.

Common elements include a two-phase process (initial search, followed by choice); that

a subject must ‘fixate’ on an item during the search phase to figure out its value; and

that initial search is random in terms of the items’ values. The models differ in the

stopping rule DMs employ. Under optimal choice, the DM searches until all items have

been fixated upon (or time runs out). Under satisficing, the DM stops when finding an

item with value above a threshold. Under a more general hybrid model, the probability

search stops increases in both the number of items already reviewed, and the value of the

best item identified thus far. Given the preferences inferred from an initial, rating phase

of the experiment, they find that their data is compatible with the more complex, hybrid

model, but incompatible with the simpler versions of optimal choice and satisficing.

We are not aware of studies that directly test what characteristics of a choice problem

determine the order of reviewing options. Certainly, the order in which options are listed

matters in Caplin et al. (2011), and the items’ screen locations impact choices in Reutskaja

et al. (2012); hence in these studies, the domain of the choice object is also enriched. The

search order may be randomly determined in some cases, or at least appear random to

the modeler with limited information about what the DM observes. Aguiar, Boccardi and

Dean (2016) and Aguiar and Kimya (2019) explore the testable implications of satisficing

in that case. But stochasticity in a satisficer’s choices may come from other sources as well.
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Salant and Spenkuch (2022) consider a model where not only is search order randomly

determined, but satisficing and random utility are married together: the DM selects the

first item whose noisily-determined estimated value exceeds a threshold.

4 Axiomatic characterizations and their purposes

A choice theory typically tells a story about the DM’s choice process. Yet without ob-

serving that process directly, a theory must be understood through the choice patterns it

generates.38 Under rationality, for instance, a chosen option remains selected even when

other options turn out to be unavailable (IIA). A central part of many theoretical works

in the literature is to develop behavioral characterizations of new choice theories, or new

characterizations of old theories. Space constraints prevent an exhaustive discussion of

these numerous results. Here we highlight a selection, to offer clear comparisons with

benchmark characterizations and illustrate the range of purposes such results serve.

A first purpose is to improve our understanding of the theory. For instance, IIA is

meaningful and understandable independently of Rationality: one would have no diffi-

culty presenting the former before the latter to students in a course. Linking the two

concepts is thus insightful, and one may be surprised when learning for the first time

that choices satisfying IIA can always be viewed as maximizing an ordering. Secondly,

a characterization can help us pinpoint the behavioral principle(s) that distinguish one

theory from another, or perhaps lead us to discover that two theories with very differ-

ent motivations turn out to be indistinguishable (at least based on standard choice data

alone). Thirdly, characterization results may be valuable from a normative standpoint.

For instance, some may find preference maximization more appealing knowing that it cor-

responds to the consistency in choices that is captured by IIA. Finally, a fourth purpose,

absent direct observation of choice processes, is to provide choice-based tests for a theory.

In some cases, a single axiom characterizes a theory; in other cases, the characterization

may break the testable implications down into multiple, independent axioms. It is some-

times helpful to test axioms separately, to understand what underlying principles in the

theory may hold more generally or are violated instead.

It is useful to keep in mind that there is no single ‘characterization’ for a choice theory.

There may be multiple ways to express the underlying principles or testable implications,

and different characterizations of a theory may advance different goals. For instance, both

38One could potentially rely on other observables, such as brain scans, time responses, etc. This
approach is pursued in a few instances, though rarely so.
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IIA and SARP characterize Rationality. The SARP-based characterization is preferable

for testing, as it remains valid regardless of the collection of menus over which choices have

been observed. It also forces the modeler to consider what parts of the DM’s preference

can be identified through her choices, which is relevant for welfare purposes and out-of-

sample prediction. Yet SARP does not have all the advantages: IIA is simpler, and, as

opposed to SARP, is a meaningful behavioral principle without regard to Rationality.

4.1 Deterministic theories

We now discuss some characterization results for bounded-rationality theory, keeping in

mind the variety of purposes they may serve.

To begin, consider a classic characterization of correspondences arising from the selec-

tion of undominated alternatives according to an acyclic preference P .39 As we have seen,

choice correspondences can arise not only from indifference, but also under more general

preference relations that relax completeness or transitivity. The particular model above

captures the implications of a variety of theories. For instance, difficulty in distinguishing

objective stimuli prompted Luce (1956) to rationalize choices using semi-orders. Gener-

alizing Luce’s threshold to depend on the alternatives compared has the same testable

implications as selecting undominated alternatives according to an acyclic relation; so

does Masatlioglu and Nakajima (2013)’s Markovian Choice by Iterative Search, when the

starting point of the DM’s search process is unobserved. Sen (1971) proves that a choice

correspondence arises through this more permissive notion of rationality (i.e., there exists

a P such that C(S) = {x ∈ S|∄y ∈ S : yPx}) if, and only if, it satisfies two conditions.

The first is Condition α (mentioned in Section 2), and the other is a simple condition

requiring any common choice from two sets to be chosen from their union:

Condition γ If x ∈ C(R) ∩ C(S), then x ∈ C(R ∪ S).

Left with multiple undominated options, it is natural to refine choices by applying one

or more additional criteria. Manzini and Mariotti (2007)’s theory of choice from short-

lists, discussed in Section 3.3, does precisely this. They show that the resulting choice

functions are characterized by Condition γ and the following relaxation of IIA.40

39Once completeness is relaxed, maximization can mean two different things: choosing elements that
dominate all others under the preference, or choosing those which are themselves undominated. The latter
is weaker, and even then, acyclicity is the minimal condition ensuring a choice can be made. Moving
further from the standard rationality, one could accommodate cyclic relations if one properly adjusts the
notion of preference maximization (including notions, for instance, of top cycle and uncovered sets), see
e.g. Ehlers and Sprumont (2007) and Lombardi (2008) for behavioral implications of such rationalizations.

40Rubinstein and Salant (2008) provide an alternate characterization based on revealed relations.
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Weak WARP Suppose {x, y} ⊆ R ⊂ S. If c({x, y}) = c(S) = x, then c(R) ̸= y.

In essence, y cannot be chosen from a menu sandwiched in between two menus where x

is chosen. Weak-WARP characterizes choice functions arising under two distinct theo-

ries, namely Manzini and Mariotti (2012a)’s Categorize-Then-Choose, and Cherepanov,

Feddersen and Sandroni (2013)’s Basic Rationalization theory (see Section 3.3). This

provides another instance of how different choice processes can be indistinguishable in

terms of the choice patterns they generate. As we have already seen, such occurrences

are not limited to bounded rationality theories: both a simple version of satisficing and

Mandler et al. (2012)’s model of checklists yield rational behavior.

In line with the fact that they underlie several different theories, Weak WARP and

Condition γ are arguably meaningful, stand-alone properties. Other axioms appearing in

the literature are more closely tied to the defining features of the theory they characterize.

Consider Masatlioglu et al. (2012)’s Limited Attention and Lleras et al. (2017)’s Choice

Overload. Each of these works explain how to use choices to construct a revealed prefer-

ence; they show its transitive closure is all that one can unambiguously identify about the

DM’s preference. Such characterizations are relevant for welfare assessments if the social

planner’s goal is to maximize that preference.41 Each theory is fully characterized by one

WARP-like axiom which is tantamount to the acyclicity of the revealed preference:

WARP for Limited Attention For each nonempty menu S, one can find an element

x∗ such that the following condition holds for all menus T containing x∗: if c(T ) ∈ S and

c(T ) ̸= c(T \ {x∗}), then c(T ) = x∗.

WARP for Choice Overload For each nonempty menu S, one can find an element x∗

such that the following condition holds for all menus T containing x∗: if c(T ) ∈ S and

c(T ′) = x∗ for some T ′ ⊃ T , then c(T ) = x∗.

The common element is the ability to find a ‘best’ considered alternative x∗. The reason

we know x∗ is considered, though, depends on the defining structural feature of the theory:

in Masatlioglu et al. (2012) choice only changes when removing considered alternatives,

while in Lleras et al. (2017) alternatives chosen in supersets are considered in subsets.

Other axioms are meaningful only within the context of a specific bias, if not a specific

theory; and certainly, not all axioms are derivates of standard rationality axioms. For

instance, Sagi (2006) studies the implications of the following axiom: if an alternative x is

preferred over y when y is the status quo, then x would be preferred over y whatever the

41If, instead of being paternalistic, the social planner’s goal is to respect the DM’s choices without
trying to “correct” them, then knowing the entire choice function, namely the DM’s choice from each
menu, is information enough to make choices on her behalf whenever needed.
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status quo. This is a natural behavioral postulate under status-quo bias, and is indeed

satisfied, for instance, by Masatlioglu and Ok (2005); but Sagi (2006) shows the axiom

is violated, perhaps surprisingly, by several well-known models of reference dependence,

such as Tversky and Kahneman (1992)’s cumulative prospect theory. Such results can

clarify the differences between theories and delineate which applications they fit best.

4.2 Limited Data

Many axiomatic results operate on choice functions, which describe choices from all

menus. This is often a critical assumption (see, for instance, Manzini and Mariotti (2007),

Masatlioglu et al. (2012) and Lleras et al. (2017) mentioned above). For the simplest

illustration, a choice function is rational if, and only, if satisfies WARP; yet selecting a

from {a, b}, b from {b, c}, and c from {a, c} satisfies WARP and is clearly irrational. If

testing is the goal, then this full-data assumption is hardly tenable. Choice menus may

be beyond control in empirical settings, or not vary much. A controlled experiment may

be challenging, as the number of menus grows exponentially in the number of options.42

de Clippel and Rozen (2021) explore the testing of bounded-rationality theories with

limited data, pursuing a methodology comparable to the SARP test for Rationality. Ob-

served choices are consistent with a choice theory if they can be ‘completed’ (by positing

choices for unobserved menus) into a choice function compatible with the theory.43 Many

theories use an ordering (or simply an acyclic relation) to capture, for instance, preference,

power, or salience. It may then be possible to capture the testable implications in terms of

a condition in the spirit of SARP: namely, the ability to find an acyclic relation fulfilling

all the ‘restrictions’ revealed by observed choices. Under Rationality, for instance, seeing

x chosen when y is available leads to the simple restriction “x is better than y.” For

bounded rationality theories, restrictions might take more complex forms, such as “x is

better than y or z.” One aspect of SARP’s appeal is the ability to tractably check it, such

as by iteratively identifying a candidate worst element among surviving alternatives.44 de

Clippel and Rozen point out that this easy testing approach extends to a more generalized

class of restrictions, including the one above. Indeed, even if we don’t know whether it

is y or z that is worse than x, we certainly know x cannot be the worst element in a set

containing y and z. They show a SARP-like test applies to several models of bounded

42With 10 alternatives, subjects must answer over 1,000 questions to generate a full choice function.
43de Clippel and Rozen point out that some earlier attempts at discussing limited data, including for

instance Manzini and Mariotti (2007, Corollary 1), used an inadequate definition of consistency that can
result in false positives and issues with out-of-sample predictions.

44This is possible if, and only if, there is no cycle.
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rationality, such as Choice Overload (Lleras et al. 2017) and Triggered Rationality (Ru-

binstein and Salant 2006b, Kibris et al. 2021). As can be seen from results in Hu et al.

(2022) and Maniquet and Nosratabadi (2022), a SARP-like test also applies for several

other models, including Masatlioglu and Ok (2005)’s status-quo biased choice. Still, de

Clippel and Rozen show that testing can become NP-hard for theories generating more

general classes of restrictions, such as Limited Attention (Masatlioglu et al. 2012) and

Shortlisting (Manzini and Mariotti 2007). Simple testing à la SARP remains possible for

these theories when the dataset is rich enough: for instance, containing all menus of size

two and three for Shortlisting, or the intersection of any two menus that violate WARP in

the case of Limited Attention. This points to a potential role for adaptive data collection.

4.3 Stochastic Choices

For practical testing purposes, it is important not only to consider the possibility of limited

data, but also the possibility of randomness in the data that one does observe. Moving

beyond deterministic choices, think now of a theory T as generating a set ΣT of stochastic

choice functions (with deterministic ones corresponding to the special case where a single

option from each menu is selected with probability one).

Recognizing that individuals can make errors in empirical and experimental appli-

cations, a natural question arises: are deterministic theories, and their characteriza-

tions in terms of observables, valuable in practical settings? Depending on how one

envisions errors, the answer to both questions may be yes. Note that any determin-

istic theory can be expanded to accommodate stochastic choices. While ΣT defines a

benchmark, the possibility of errors may draw the eye to SCFs that are ‘close’ to ΣT .

For 0 ≤ ε ≤ 1, say σ′ is ε-close to σ if, for each menu S, there is εS ∈ [0, ε) and

a probability distribution δ ∈ ∆(S) such that σ′(·|S) = (1 − εS)σ(·|S) + εSδ(·). Let

Σε
T = {σ′ ∈ SCF | σ′ is ε-close to some σ ∈ ΣT }, where SCF is the set of all stochastic

choice functions. Though we depart from Apesteguia and Ballester (2021)’s discussion, it

is easy to see that σ belongs to Σε
T if, and only if, ε is part of their ‘maximal separation’

of σ given the theory T (in their terminology, ε is the probability of trembles around the

deterministic model). Here, we use this construction to point out that if ε ≤ 1/2, or noise

is at most moderate, then any consistency test developed for a deterministic theory T ex-

tends at once into a consistency test for the expanded Σε
T . To see why, first notice choices

are incompatible with Σε
T if in some menu, the modal choice has probability less than or

equal to 1/2. Upon ruling that out, define a deterministic observed choice function cobs

by selecting from any observed menu S the majority choice (the option with probability
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strictly larger than 1/2). Compatibility with Σε
T is then equivalent to cobs being consistent

with T . Furthermore, any SCF in Σε
T is ε-close to a unique choice function in T .

In other words, we observe that one may still apply the deterministic-theory test over

the choice function comprised of majority choices. Though simple, this observation is

nonetheless powerful, illustrating the robustness of deterministic theories, as testing and

identification remains possible even when accommodating sizeable noise (up to a 50%

chance of any other stochastic behavior). Consider for instance Σ
1/2
RAT , the largest stochas-

tic extension of Rationality that preserves identification. A large part of the stochastic-

choice literature focuses on binary menus. Notice that consistency with Σ
1/2
RAT over binary

menus essentially amounts to Tversky’s (1969) property of Weak Stochastic Transitiv-

ity (except for having strict instead of weak inequalities). Indeed, because the majority

choice must be rational, c(x|{x, y}) > 1/2 and c(y|{y, z}) > 1/2 imply c(x|{x, z}) > 1/2,

for all triplets x, y, z. The interpretation is simple: errors are modest enough that choice

probabilities continue to reveal underlying preference comparisons, which must be acyclic.

Of course, one may be interested in a more discriminating theory that pins down choice

probabilities. The most prominent example is Luce (1959)’s model: given a utility function

u, the probability of picking x from a menu S is u(x)/
∑

y∈S u(y). Luce introduces a new

form of IIA, satisfied by his model, which requires that the likelihood ratio of picking x

versus y does not depend on what other alternatives are available:

Luce IIA The function σ(x|·)
σ(y|·) is constant over menus containing x and y.

As Luce (1959) points out while assuming positivity of SCFs, and Cerreia-Vioglio et

al. (2021) show more generally, Luce IIA is equivalent to a simple postulate:

Luce Choice Axiom σ(a|A) = σ(a|B)σ(B|A) for all a ∈ B ⊆ A.

This amounts to a law of conditional probability: the probability of choosing a is the

probability of choosing a submenu containing a, and then choosing a from within that.

Cerreia-Vioglio et al. (2021) prove that an SCF satisfies this choice axiom if and only if

its support comprises a rational choice correspondence. Hence Luce’s model can be seen

as a particular tie-breaking rule among preference-maximal alternatives, and entails more

rationality than might appear at first glance.

This result reinforces a longstanding impression that Luce’s model is quite demanding.

As surveyed by Rieskamp, Busemeyer and Mellers (2006), a large literature suggests, and

oftentimes characterizes, more permissive alternatives. A prime example is RUM, which

also happens to provide an interesting case study on the purposes of characterizations.

RUM satisfies the following property discussed by Block and Marschak (1960):
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Regularity For all menus S containing both x and y, σ(x|S \ {y}) ≥ σ(x|S).

Under RUM, σ(x|S) represents the probability that x is top-ranked within S. That

probability cannot decrease when removing y, as the property of being top-ranked is

preserved. Regularity is a classic and intuitive property, and ensuing contributions have

tended to be categorized by whether or not they satisfy it. But Regularity is only a

necessary property of RUM, and does not describe its full testable implications. As

shown by Falmagne (1978) and Bàrbera and Pattanaik (1986), σ is consistent with RUM

(i.e., arises from a distribution over rational choice functions) if, and only if, it satisfies

the Block and Marschak (1960) inequalities requiring

(1)
∑

T :S⊆T⊆X

(−1)|X\T |σ(x, T ) ≥ 0, for all menus S and all x ∈ S.

These inequalities are straightforward, but notoriously lacking in intuition. It took Gul

and Pesendorfer (2006)’s more intuitive axiomatic characterization for random expected

utility, which takes advantage of a richer domain of choice, to help revive hope in the

literature that more insightful understanding of stochastic choice behaviors is within reach.

More recent contributions weakening Luce’s model include Gul et al. (2014), who pro-

vide a characterization of their attribute rules via an elimination and weak-independence

axiom; Apesteguia, Ballester and Lu (2017), whose single-crossing random utility model

weakens Luce IIA to an easy-to-test Centrality axiom, which involves only triplets; and

Kovach and Tserenjigmid’s (2022a) non-parametric nested logit model, where Luce’s IIA

is weakened based on a natural definition of revealed similarities. Kovach and Tserenjig-

mid clarify the axiomatic differences between various generalizations.

Rather than maximizing a random preference, another avenue for reconciling stochas-

tic choices and rationality has been explored: maximizing a stable preference ordering over

a randomly determined consideration set. Yet even when new models have such significant

conceptual innovations, earlier axiomatizations may still serve as useful springboards and

benchmarks. Remember, for instance, from Section 3.3 the stochastic-attention model

proposed by Manzini and Mariotti’s (2014), where each option has a certain probability

of being considered (a default option x∗ is systematically available and considered). Be-

haviors under their model are characterized by the following two axioms:

i-Independence The function σ(x| · \{y})
σ(x|·) is constant over menus containing both x and

y. Similarly, σ(x∗| · \{y})
σ(x∗|·) is constant over menus containing y.

i-Asymmetry For any S and x ̸= y, σ(x|S\{y}) ̸= σ(x|S) implies σ(y|S\{x}) = σ(y|S).
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i-Independence is similar in structure to Luce IIA, in that it requires a probability ratio

to be menu independent. But by contrast to Luce (1959), Manzini and Mariotti (2014)

presume a stable preference observed without errors, and the ratio reflects the way atten-

tion is allocated across options in a feasible set. Indeed, the impact of dropping y on the

probability of choosing x depends only on the preference ranking of these two options (and

not the menu). Either x is preferred to y, and dropping y is irrelevant, or y is preferred

to x, and the probability increase for picking x is exclusively determined by y’s attention

probability. As for i-Asymmetry, if dropping y affects the probability of choosing x, then

it must be that y is preferred to x; but then it cannot be that x is preferred to y, so drop-

ping x will not affect the probability of choosing y. Though clearly necessary, Manzini

and Mariotti (2014) establish that these two axioms guarantee a stochastic-attention rep-

resentation in their sense (provided choice probabilities are observed in a sufficiently rich

set of menus). Furthermore, each stochastic choice function in the model is associated to

a unique combination of attention probabilities and preference.

Manzini and Mariotti’s model imposes specific identities on choice probabilities across

menus. Another approach to characterizing the theory is knowing how to invert the map

associating choice probabilities to the primitives. For instance, an option’s choice prob-

ability when it is uniquely available (beyond the inferior default) reveals its attention

probability. Aguiar, Boccardi, Kashaev and Kim (2023) show how the map from primi-

tives to choice probabilities can be inverted with more general models as well (including

Brady and Rehbeck (2016)’s logit-attention model, Aguiar (2017)’s variant of Tversky

(1972)’s elimination by aspect model, and situations where underlying preferences are

themselves stochastic). Their approach leverages information about choices from mul-

tiple menus. For some stochastic-attention theories, Dardanoni et al. (2020) show the

distribution of cognitive characteristics can be inferred even from a single, sufficiently

large menu, increasing the applicability of these theories in empirical work.

To revisit the contrast between detailed and detail-free approaches to stochastic atten-

tion, recall Cattaneo, Ma, Masatlioglu and Suleymanov (2020)’s model, in which attention

need only be monotonic: the probability S ′ ⊆ S is the consideration set does not decrease

when removing x ∈ S \ S ′. In their model, σ(x|S) > σ(x|S \ {y}) implies that, in menu

S, there is a strictly positive probability of having an attention set A containing y and

from which x is selected. It must then be that x is superior to y. The empirical content

of their model is captured by the acyclicity of this revealed preference. Choice probabil-

ities reveal information about the underlying preference, but only inequalities on choice

probabilities, rather than specific identities, come into play. Even though both Manzini
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and Mariotti (2014) and Cattaneo et al. permit randomness exclusively through attention

sets, only the former satisfies Regularity. Indeed, as can be seen from above, the testable

implications in Cattaneo et al. only arise from violations of Regularity.

Like for deterministic theories, characterization results for stochastic theories come in

a variety of formats, to fulfill different purposes. Results may deepen our insights into

the model, or provide ways to identify underlying primitives for the purposes of welfare

analysis. But new econometric issues emerge when randomness is expected. For instance,

data is naturally finite, and can only approximate the probability distributions taken

for granted in axioms and characterizations. To this end, Cattaneo et al. (2020, 2021)

develop econometric testing methods and assess their finite-sample performance. Proper

econometric tests still rely on characterization results as a stepping stone. Beyond issues

of sampling variation, there are questions of goodness of fit, power, and identification.

There is the challenge of unobserved heterogeneity in aggregate (as opposed to individual)

data.45 Recent work tackles various subsets of these issues; see, for instance, Cattaneo et

al. (2020, 2021), Abaluck and Adams-Prassl (2021), Barseghyan, Coughlin, Molinari, and

Teitelbaum (2021), Barseghyan, Molinari and Thirkettle (2021), Dardanoni et al. (2022),

de Clippel and Rozen (2022), Filiz-Ozbay and Masatlioglu (2022), Kashaev and Aguiar

(2022), and Aguiar et al. (2023). We further discuss some of these in the next section.

5 Judging bounded-rationality models

Rationality partially owes its status as the workhorse of economic decision-making to

parsimony: it is a simple model that explains only a small and structured set of choice

patterns. The purpose of relaxing rationality is, of course, to capture a wider range of

behaviors (i.e., become more permissive). But, by doing so, the model loses some of its

empirical content. In this section, we gauge how permissive recent bounded-rationality

models are, and whether or not they expand rationality in the right direction, by accom-

modating new choice patterns that are empirically prevalent.

5.1 How permissive?

It’s helpful to take a moment to reflect on what it means for a theory to be permissive,

and what yardstick one should use to measure permissiveness. Here we take a fairly

45Heterogeneity may also occur in mixture choice data comprising the joint distribution of behavior
for several agents; Dardanoni et al. (2022) introduce this richer framework and study its advantages.
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simple, counting-based approach based on Selten’s measure of a theory’s area (Selten and

Krischker 1983, Selten 1991), and reminiscent of Bronars (1987)’s benchmark for assessing

power when testing consumer choices. Namely, when treating all choice functions as

equally likely, what is the chance a choice function is explained by the theory?46 Imposing

such a uniform prior captures agnosticism about potential behaviors and their relative

prevalence. But some may judge permissiveness against other benchmarks. Experts may

categorize some choice functions as implausible or unlikely from the outset, particularly

if additional structure is imposed on the problem.47 For instance, in the context of choice

over lotteries, the modeler may posit that DMs avoid stochastically-dominated lotteries.

Or the modeler could use observed behavior in a population to form her prior. One may

then want permissiveness to reflect those considerations. This discussion is reminiscent of

issues encountered with Bayesian model comparison, where conclusions may be sensitive

to the selected prior, and uniform priors tend to be imposed as a means of self restraint.

Since we have here an abstract, unstructured framework of choices, and relatively little is

understood thus far about how permissive or restrictive are the different theories proposed

in the literature, we find a simple counting exercise to be worthwhile

As a first step towards this end, consider the permissiveness of the weak-WARP axiom,

which underlies multiple characterizations of bounded-rationality theories (see Section 4).

While Rationality accommodates a quarter of possible choice functions (6 out of 24)

when |X| = 3, weak-WARP places no restriction at all (violations require three nested

menus). The number of possible choice functions grows dramatically in |X|: a mere 24

when |X| = 3 becomes 768 when |X| = 4, 309 billion when |X| = 5, and over 1037

when |X| = 6.48 The numbers become unfathomable for |X| ≥ 7. By contrast, there are

n! rational choice functions when |X| = n, which grows more modestly. In particular,

the fraction of rational choice functions quickly vanishes (e.g. 120 out of more than 309

billion when |X| = 5, down to less than one in 1034 when |X| = 6). The fraction of choice

functions satisfying weak-WARP is of course larger. Does this fraction still vanishes as

|X| increases? And how much more permissive is weak-WARP compared to rationality?

As it turns out, it is extremely rare for a choice function to satisfy weak-WARP, but

46More generally, one could estimate the chance of being ‘near’ a theory, to allow for imperfect fit and
have a richer understanding of the dispersion in possible behaviors; see de Clippel and Rozen (2022).

47Fudenberg, Gao and Liang (2021) define a theory’s restrictiveness as the normalized average error of a
theory across only those ‘admissible’ datasets satisfying some basic properties (e.g., respecting first-order
stochastic dominance), so as to identify how much further structure the theory imposes.

48The number of menus in |X| which contain n alternatives is given by the binomial coefficient
(|X|

n

)
.

For each option in each of these menus, one can construct a choice function that selects it, so the number

of possible choice functions is
∏|X|

n=1 n
(|X|

n ). For instance, when |X| = 3, this is 31 · 23 = 24.
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also extremely rare for a weak-WARP choice function to be rational when X is large.

As we now show, these combined features are not specific to this axiom, but shared by

many theories. For this, we introduce some rather mild regularity properties on how a

theory applies as X varies. Let X be a countably infinite space of alternatives, with each

conceivable set X a finite subset of X . A theory T is a family {TX}X⊆X , with TX defining

all choice functions over X that are consistent with the theory given X. The first property

captures an idea of neutrality, an implicit assumption of the theories we have discussed.

Property (i) Options’ labels do not matter: given a bijection Ψ : X → X ′, c is consistent

with the theory given X if, and only if, the translation of c using Ψ into a choice function

over X ′ is consistent with the theory given X ′.

The second property expresses a form of consistency in how X is treated by the theory, a

bit in the spirit of reduced-game properties. This is satisfied by almost all the theories we

have discussed, with the exception of theories where some aspirational alternative that is

infeasible affects behavior (see, for instance, Section 3.4).

Property (ii) Take any X ⊂ Y , and a choice function c defined over Y . If c is consistent

with TY , then its restriction over X is consistent with TX .

The final property is also shared by many theories. It describes how a choice function

consistent with T given X, and another choice function consistent with T given a disjoint

set Y , can be naturally combined to obtain a choice function consistent with T on X ∪Y .

Property (iii) Suppose X and Y are disjoint, c is consistent with TX , and c′ is consistent

with TY . The choice function selecting c(S ∩X) from each menu S ⊆ X ∪ Y intersecting

X, and c′(S) otherwise, is consistent with TX∪Y .

It is easy to check that the set of weak-WARP choice functions satisfies Property (iii).

To demonstrate (iii) holds for rationality, note that one may extend to X ∪ Y by simply

stacking the elements of X above Y in the preference. A similar idea extends to many

other theories considered in this survey. For Triggered Rationality (Rubinstein and Salant

2006b; Kibris et al. 2021b) one may stack X above Y in both the preference and the

salience ranking. For two-stage choice models with a consideration set Γ, stack the prefer-

ence as above and define Γ(S) = ΓX(S∩X) when S∩X ̸= ∅ and Γ(S) = ΓY (S) otherwise;

for both Masatlioglu et al. (2012) and Lleras et al. (2017), Γ inherits the defining prop-

erty of the model from ΓX and ΓY . For Shortlisting (Manzini and Mariotti 2007), simply

assume elements of X eliminate all elements of Y in the extended shortlisting relation.

Of course, a theory can only have predictive power if it is nontrivial, in the sense

that there exists a finite X for which only a strict subset of choice functions over X are

consistent with the theory given X. It is more permissive than rationality if it contains
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all rational choice functions, and there is some finite X for which a non-rational choice

function is consistent with the theory given X. The following observation sheds some

light on the permissiveness of theories satisfying the properties above.

Observation 1. Let T be a theory satisfying Property (i), and let (Xn)n≥1 be a sequence

of conceivable sets with strictly increasing cardinality.

(A) If T is nontrivial and satisfies Property (ii), then the fraction of choice functions

consistent with T given Xn monotonically decreases to zero as n → ∞.

(B) If T is more permissive than rationality and satisfies Property (iii), then the fraction

of rational choice functions among those choice functions consistent with T given

Xn converges to zero as n → ∞.

See the Appendix for the proof. Observation 1(A) does not mean that theories which

violate Property (i) or (ii) necessarily explain large sets of behaviors. What the result

does tell us is that virtually all theories defined until now are infinitely discerning when

tested with enough conceivable alternatives. This might come as a (good) surprise about

the restrictiveness of bounded rationality theories. Giarlotta, Petralia and Watson (2022)

independently find a result similar to Observation 1(A) and also provide some numerical

bounds for the fraction of choice functions permissible under some theories, as a function

of the number of conceivable alternatives.49 While Observation 1(B) might seem to con-

tradict 1(A) at first glance, there is no inconsistency. Rather, Observation 1 points to

the fact that bounded rationality theories may be much more permissive than rationality

while still being highly discerning in which behaviors are allowed.

What about stochastic choice theories, which associate to each menu S a probability

distribution? With |X| = n, let the binomial coefficient α(n, s) = n!/s!(n−s)! denote the

number of size-s menus in X. Then the set of SCFs is a subset of R
∑n

s=1 α(n,s)(s−1). Each

deterministic choice function defines a vector in that space, and the set of all possible SCFs

is the convex hull of these (independent) vectors. By contrast, the set of SCFs arising

under RUM is the convex hull of only those vectors arising from a rational choice function.

For instance, the set of SCFs associated to five options is a convex polytope in R49 with

over 309 billion extreme points, while RUM corresponds to a sub-polytope generated by

only 120 of these vectors. Though the number of extreme points is dramatically smaller,

there is nonetheless a positive measure of RUM SCFs.50 Still, that measure converges to

zero as n goes to infinity. A similar convergence result holds for most stochastic-choice

49Their notions of ‘isomorphic choices’ and ‘hereditary property’ play the same roles as (i) and (ii).
50To see this, observe that the SCF which is the uniform distribution over elements of each menu (aris-
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theories, as Observation 1(A) above naturally generalizes beyond deterministic choices: if

there is a set of options for which a theory is violated over a positive measure of SCFs,

then analogs to Properties (i) and (ii) imply that the measure of permitted behaviors

tends to zero as n goes to infinity (as consistency over X requires consistency over each

atom of a partition where consistency has probability less than one).

5.2 How successful?

If we believe bounded rationality theories are not overly permissive, then we must nat-

urally worry whether they are permissive enough: are the right patterns of choice being

explained? Moreover, if we acknowledge that data is noisy and that theories may not be

perfectly describe choices, how do we measure a theory’s goodness of fit to the data?

To contemplate these questions, one must have an approach in mind for judging the

success of theories. Selten’s measure offers a fairly enduring and familiar method.51 Wisely

disadvantaging theories where almost anything goes, it subtracts the size of the theory’s

predicted behaviors (the theory’s area, discussed in Section 5.1) from the frequency of

correct predictions (the theory’s hit rate). Though area generally shrinks to zero as the set

of conceivable alternatives grows (see Section 5.1), it may well be positive and computable,

or at least easily approximated by simulation, when the number of options is limited.

Evaluating a theory’s hit rate, however, presents an empirical challenge. Naturally, one

must have data at hand and the econometric tools to properly evaluate it.

When it comes to developments in the last couple of decades, the picture is still

incomplete. There are far fewer full-fledged tests of theories than there are theories

themselves. We briefly discuss some of these empirically oriented works here. Of course,

many works are motivated by previously observed behavioral patterns (as discussed in

Section 3). Here, we focus on papers whose purpose is to provide proper tests using data.

Manzini and Mariotti (2006) elicit two complete choice functions from each partici-

pant in a laboratory experiment (each over a different grand set of four alternatives, the

ing from a uniform distribution over all preference orderings) strictly satisfies Block and Marshak (1960)’s
inequalities (see Equation (1) of this survey). Letting |X| = n and |S| = m, the inequality amounts to∑n−m

j=0 (−1)j
(
n−m

j

)
1

m+j ≥ 0 for all m ≤ n. The LHS equals
∑n−m

j=0 (−1)j
(
n−m

j

) ∫ 1

0
xm+j−1dx. Rearrang-

ing, this equals
∫ 1

0
xm−1(

∑n−m
j=0

(
n−m

j

)
(−x)j)dx. The term in parentheses is the binomial expansion of

(1− x)n−m, so the LHS equals
∫ 1

0
xm−1(1− x)n−mdx, which is strictly positive.

51Other approaches have been proposed as well. Most recently, Fudenberg, Kleinberg, Liang, and Mul-
lainathan (2022)’s completeness evaluates the theory’s reduction of out-of-sample prediction error beyond
a näıve model, relative to the maximum possible reduction of error (estimated by machine learning). Fu-
denberg et al. (2021) consider the tradeoff between completeness and their notion of restrictiveness.
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minimum number needed to potentially violate weak-WARP). Testing the plausibility of

basic axioms, including those characterizing the models of Manzini and Mariotti (2007,

2012a), they show WARP is often violated, Expansion is violated at a slightly lower rate,

and weak-WARP is violated at much lower rate.52 The alternatives in this experiment are

sequences of monetary payments in two or three installments; and Manzini et al. (2010)’s

examination of the pairwise choices suggests that introducing an initial shortlisting stage,

along the lines of Manzini and Mariotti (2007), outperforms discounted utility alone.

Filiz-Ozbay and Masatlioglu (2022) also revisit Manzini and Mariotti (2006)’s dataset to

illustrate how to identify behavioral types in their progressive random-choice model. For

each grand set of alternatives, the three or four choice functions which comprise the vast

majority of behaviors do have the progressive structure specified by their model.

Oprea (2020) and Banovetz and Oprea (2022) experimentally test the conceptual-

ization of a DM as a finite-state automaton, such as in Salant (2011). Oprea (2020)

establishes subjects are averse to using complex automata, by analyzing the willingness

to pay to avoid using previously assigned rules in later problems. Banovetz and Oprea

(2022) observe subjects endogenously forming their own automata to make repeated se-

lections in a bandit problem, and note a preference for simple though suboptimal rules.

Subjects choose more complex automata when a computer alleviates the mental cost of

keeping track of states. Salant and Spenkuch (2022) test the impact of complexity in a

large dataset of chess end-games; they examine the selection probability of a move as a

function of its ‘depth-to-mate’, a proxy for the difficulty of evaluating the move’s benefits.

Consistent with their model of satisficing with noisy valuation, they find complexity has

a negative (positive) effect on the choice probability of winning (losing) moves.

Moving to theories of stochastic choice with limited attention, Abaluck and Adams-

Prassl (2021) experimentally manipulate subjects’ attention and show they can empiri-

cally identify consideration probabilities under a class of models containing Manzini and

Mariotti (2014). Barseghyan et al. (2021) analyze a version of RUM in a population

of individuals, while presuming that choice sets are not observed and allowing for the

possibility that DMs (households in their data) have limited attention. Requiring that

consideration sets have at least two options, and accounting for heterogeneity in the data,

they conclude that at least 75% of DMs consider strictly fewer alternatives than are ac-

52Manzini and Mariotti test the prevalence of the axioms directly. Another potential approach might
instead borrow from Nielsen and Rehbeck (2022), who study whether violations of classic axioms of choice
under risk are genuine or mere mistakes. Namely, they also ask DMs whether they would like to satisfy
certain axioms (including the axioms’ opposites to help avoid experimenter demand effects) and allow
DMs to revise their choices if they ultimately contradict their axiomatic selections.
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tually feasible. Aguiar et al. (2022) use a large online experiment to obtain aggregate

stochastic choice data; they reject that RUM explains the data at all significance levels.

They further consider two extensions of Manzini and Mariotti (2014)’s model: Brady and

Rehbeck (2016) and Aguiar (2017). They reject that Aguiar (2017)’s model explains the

data, but cannot reject Brady and Rehbeck (2016)’s logit attention model.

Certainly, one does not expect a model to perfectly explain choices, and some papers

have explored different criteria to judge relative success. Natenzon (2019) uses stochastic-

choice data from frog matings to estimate parameters of his Bayesian probit model. Using

the Aikake information criterion (AIC), he observes that the Bayesian probit model fits

the data better than the RUM, logit and probit models; his model also mostly outperforms

these other ones in an out-of-sample prediction exercise using this data. Apesteguia and

Ballester (2021) analyze a previously collected dataset where each subject makes a choice

once per menu. Using the stochastic-choice dataset obtained by aggregating all subjects’

choices from binary menus, they compare the performance of rationality, Luce (1959)

and the single-crossing random-utility model of Apesteguia, Ballester and Lu (2017).

Introducing a notion of ‘maximal separation’, they identify the (stochastic) choice function

in a model that receives most weight under the observed behavior (with remaining weight

placed on some unrestricted stochastic choice function capturing unmodeled error). They

use the selected stochastic choice function to examine out-of-sample predictions, and find

that the single-crossing random-utility model outperforms the others.

The above list is not exhaustive. But it is clear that steadfast conclusions about the

performance of theories have not yet been reached, simply because more recent theories of

bounded rationality have received relatively little empirical scrutiny (and sometimes none)

in comparison to older theories such as rationality, some stochastic versions of transitivity,

and RUM. Indeed, the importance of thorough testing is illustrated by Tversky (1969)

and an ensuing literature in mathematical psychology. Tversky (1969) selected 8 out of

18 recruited subjects who, based on initial screening, exhibited a high likelihood of in-

transitivity. For those 8 subjects, Tversky collected stochastic choice data from all binary

menus out of a grand set of five options, by asking 20 repeat questions per menu while

implementing techniques to avoid memory effects. Tversky concludes there is substantial

intransitivity in the data, based on counting violations of weak stochastic transitivity

using the observed choice frequencies. Iverson and Falmagne (1985) point out, however,

that a direct examination of choice frequencies does not constitute a proper statistical

test; and upon taking sampling variation into account, they cannot reject transitivity at

the 5% level for all but one of the 8 subjects Tversky used. Regenwetter et al. (2011)
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replicate Tversky’s experiment, adjusted to contemporaneous dollar values, over a full set

of 18 subjects that are not pre-screened; they conclude that RUM is very successful in

capturing the individual-level data. More recently, this literature has expanded beyond

binary choice data. McCausland et al. (2020) collect for each subject 6 repeated choices

from all possible menus over the same five lotteries studied in Tversky (again, adjusted

to contemporaneous dollar values) and provides support for RUM.

McCausland et al. (2020) base their conclusions on Bayesian model comparison, a

classic tool for model selection that accounts for sampling variation and a model’s size

(as measured by the prior probability of the model). de Clippel and Rozen (2022) sug-

gest factoring in goodness of fit into Bayesian model comparison, as a theory is still

valuable even when predicting behavior reasonably well. They suggest a two-step ap-

proach of fit-optimized Bayesian model comparison: find an optimal fit for each baseline

model, and then compare across baseline models’ by assessing the performance of the

fit-optimized expansions. Measuring fit using an intuitive distance–an approach in the

spirit of Apesteguia and Ballester (2021)’s maximal separation–they revisit Regenwetter

et al. (2011)’s data to assess the performance of several models, both at the individual

level and when explaining several subjects at once. Their analysis supports parsimonious

specifications of rationality and the Luce rule.

6 Interpreting data: the welfare debate

Standard welfare economics is mainly concerned with interpersonal settings: since each

person rationally maximizes their own utility, the main question is how to reconcile con-

flicting interests. Indeed, welfare is exceedingly simple when there is a single, rational

DM; if she chooses x when y is available, then we automatically infer x is better than

y. We need not worry, for instance, that she misperceived the utilities of x and y, did

not pay attention to y, or liked x only because z was also feasible. But we must begin

to worry about these things once bounded rationality enters the scene, even with a single

DM. We begin to wonder, is the DM truly making the best choice? If she does not have

a preference ordering, then how do we assess what is best? Can we differentiate between

preferred choices and mistakes? Should we ever intervene, and how?

There have been many thought-provoking contributions, but no clear consensus on

these questions. While all the approaches we discuss use choice behavior to make wel-

fare inferences, they differ on whether the inference should be made in tandem with a

model (and if so, which one). The underlying differences are philosophical: how much
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confidence should we place on choices as a reflection of preferences, and is it unnecessarily

paternalistic to lack full confidence? We do not pretend to close the debate on these deep

questions, but rather only survey the incarnations of different possible answers.

6.1 On model-based welfare inference

A first observation regarding model-based welfare inference is that the ability to draw

clear conclusions can depend on the model in question. Consider, for instance, Manzini

and Mariotti’s Rational Shortlist Method: the model includes an asymmetric preference

that the DM uses to choose from the shortlist, but the possibility that this preference

may have cycles complicates welfare inference.53 Alternatively, consider the theory of

Triggered Rationality discussed earlier: even if we can infer all of the DM’s reference-

dependent preferences, which one is the right one to use for welfare analysis?

This brings us to the anti-paternalistic view of Sugden (2004), who observes modeling

the individual as a collection of selves “comes at a cost: we are left with no preference-

based concept of welfare that applies to the person as a continuing entity” (p. 1017).54

He suggests viewing the agent as a “continuing locus of responsibility” (p. 1018), who

might make sequential decisions based on changing objectives, and may end up in a worse

place than where she began, but accepts that each decision was optimal at the time.

Though disagreeing on many other aspects, the works discussed here generally take the

view that there is some room to help the DM make better choices. Besedeš et al. (2015)’s

experiment on choice overload, for instance, suggest that such assistance would be helpful:

they find individuals have difficulty identifying the choice architecture that most improves

their decision quality. In view of the considerations above, though, some important con-

ceptual ingredients are needed to make a convincing welfare inference. These include a

single acyclic preference clearly designated for welfare purposes, and some confounding

factor(s) that prevents its maximization. There is some disagreement on whether the con-

founding factors need to be modeled; but certainly, the large class of two-stage models,

where the DM maximizes a preference ordering over a consideration set, conveniently fits

this bill, as might models involving search costs or difficulty differentiating alternatives.

A second observation is that even if one fixes a model (with a single preference), differ-

53Such cycles are permitted whenever the shortlisting relation, which need not be welfare relevant,
eliminates an element from the cycle and thereby permits the DM to make a choice.

54Can we infer that a multi-self model is redundant? Liang (2019) studies recovering the number of
underlying preferences with high probability, by attempting to distinguish between error and heterogene-
ity in a multi-self model along the lines of Kalai et al. (2002), where each self may act as dictator in some
information set. In the case that one preference is inferred, welfare evaluation is clearly possible.
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ent preferences orderings may be ‘plugged in’ to explain the data. For instance, it may be

possible to explain the same choices using two different preference orderings in Masatlioglu

et al. (2012), by pairing them with different, appropriately chosen consideration set map-

pings. A milder issue actually arises with rational choices, as studied in Varian (1982):

it may be impossible to infer a rational DM’s entire preference ordering without having

a rich-enough dataset (Varian considers budget data, which is naturally incomplete). As

discussed in Section 2, Varian proceeds cautiously, deciding x is revealed preferred to y

only if all rationalizing preference orderings share that ranking. The bounded rationality

literature has generally followed Varian’s lead, identifying a revealed preference only when

all rationalizations under the model in question require that ranking to explain the data.

Neither Varian’s assessments, nor those in the bounded-rationality literature, should

be confused with a stronger statement one might desire: that all models which explain

the data unambiguously require that preference ranking to hold. Unfortunately, there is

no hope to achieve such consensus, even for basic choice patterns. Consider this data:

C({x, y, z}) = {y}, C({x, y}) = {x}, C({y, z}) = {z}, C({x, z}) = {x}.

Masatlioglu et al. (2012) would conclude from these choices that y is preferred to z, while

Cherepanov et al. (2013) would conclude the opposite. Similarly, while rational choice

data is explainable by preference maximization, it is also explainable by preference mini-

mization, leading to fully opposite welfare conclusions (Rubinstein and Salant, 2006b)!55

Ultimately, any inference of revealed preference à la Varian will be model dependent.

6.2 On model-free approaches

It would certainly be convenient to have a model-free approach, one that uses choices to

infer a (possibly partial) welfare ranking over alternatives which is credible regardless of

the DM’s choice process. This requires us to assume, however, that the choices express

the DM’s true desires over the feasible set, given the context in which they made their

choice. This is the philosophical basis of Bernheim and Rangel (2009), who partition

choice data using ancillary conditions and offer ways to generalize the classic definition of

revealed preference to nonstandard choice correspondences. They take a quite different

view from model-based welfare analysis: “welfare is defined in terms of choice rather than

55As we know, rational choices also arise from satisficing with a fixed evaluation order, Mandler et al
(2012)’s model of checklists, etc. Needing to make a normative judgment to pick a model isn’t due to
rationality’s fairly weak requirements: Dillenberger et al. (2015) make a similar point for expected utility.
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underlying objectives” and while “preferences and utility are useful positive tools....they

play no direct role in normative analysis” (p. 52). They define a generalized choice

situation as a pair (S, d) comprising a choice set S and an ancillary condition d.56 The

latter is some aspect of the situation, such as the presentation of information, time of day

or presence of a ‘default’, which the social planner considers irrelevant to welfare but can

nonetheless affect behavior. The objects the DM is willing to choose when facing (S, d)

are denoted C(S, d). The welfare-relevant domain G consists of those generalized choice

situations that the social planner examines for normative guidance. Two assumptions are

made. First, C(S, d) is presumed nonempty for all (S, d) ∈ G. Though this is a common

technical assumption, those concerned about indecisiveness in behavioral settings may

take issue with it. Second, it is assumed that every subset S ⊆ X has some ancillary

condition d with (S, d) ∈ G. In other words, the choice from any set can be normatively

relevant under some conditions, and the planner has such information for all sets.57

With these assumptions in mind, Bernheim and Rangel extend properties satisfied

by standard revealed preference for rational choices in the standard framework, to define

welfare relations for potentially irrational choices in generalized choice situations. For

instance, when choices satisfy WARP, the standard strict revealed preference xPy derived

from x = C({x, y}) implies y ̸∈ C({S}) whenever x, y ∈ S. By analogy, Bernheim and

Rangel’s say that x is unambiguously chosen over y, denoted xP ∗y, if, and only if, for

all generalized choice situations in the welfare-relevant domain G, y ̸∈ C(S, d) whenever

x, y ∈ S. Bernheim and Rangel (2009, Theorem 1 and Corollary 1) provide assurance that

P ∗ is a viable welfare relation: though potentially incomplete, it must be acyclic. This

result hinges, though, on having data for all choice sets. Consider the following example

of choices given the domain X = {x, y, z} and ancillary conditions d, d′, d′′, d′′′:58

C({x, y}, d) = {x}, C({y, z}, d′) = {y}, C({x, z}, d′′) = {z}, C({x, y, z}, d′′′) = {x, y}

56Salant and Rubinstein (2008) independently introduce the similar framework of choice with frames,
but do not focus on welfare analysis.

57Whether the data is rich enough (in the sense above) depends on how the modeler differentiates
between ancillary conditions and choice objects. Bernheim and Rangel distinguish between experience of
choice and experience of consumption. Contrast the purchase of ice cream for consumption on a hot day,
with the purchase of ice cream on a hot day for future consumption. A choice object is arguably tied
to the experience of its consumption, and weather is reasonably a characteristic of the ice cream in the
former case. In the latter case, weather must be taken as an ancillary condition for their framework to
be helpful: if the choice environment is a characteristic of the choice object, then the planner’s delegated
decision (taken in potentially different weather) may not be equivalent to the DM’s undelegated one.

58The ancillary conditions need not be distinct for this example. Also notice that the same example
shows that P ∗ is not simply the asymmetric part of their weakly unambiguously preferred relation R′,
which says xR′y if for all (S, d) ∈ G, x ∈ C(S, d) whenever y ∈ C(S, d) and x, y ∈ S.
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While these choices imply yP ∗z, there would be a P ∗ cycle over X were the choice from

({x, y, z}, d′′′) unobserved. The possibility P ∗ is cyclic when the data is incomplete may

make the approach difficult to apply when the number of alternatives is large, as the num-

ber of choice problems grows exponentially. Taking this question to the data, Bouacida

and Martin (2021) consider the grocery store purchases of 1,193 tracked individuals. All

exhibit revealed-preference cycles, and 19% still have a cyclic welfare preference using the

method above; they do, however, find a promising level of predictive power nonetheless.

To help address the matter of cyclicity, Nishimura (2018) develops the notion of the

transitive core. He requires sufficiently rich data, in that the social planner must observe

every binary choice from some space of alternatives S ⊆ X. Conceptually, Nishimura

presumes the DM has a complete and transitive preference relation which, through some

potentially unknown process, is imperfectly manifested in choices. The standard revealed

preference ⪰ that is gleaned from those choices is complete but potentially intransitive,

and is mapped by a welfare evaluation rule into a transitive but potentially incomplete

binary relation. How does one know which welfare evaluation rule to use? Nishimura

poses six properties of welfare evaluation rules he considers sensible, and shows these

uniquely characterize, for each revealed relation ⪰, its transitive core c(⪰):

x c(⪰) y if and only if

{
z ⪰ x implies z ⪰ y

y ⪰ z implies x ⪰ z
for every z ∈ S.

The assumption that the revealed preference is complete (that is, that we observe all

binary choices) is critical for Nishimura’s result: as he points out, “if we extend the domain

of welfare evaluation rules by including incomplete preference relations, then there is no

welfare evaluation rule that satisfies all the axioms” (p. 589). Two of Nishimura’s axioms

are basic technical conditions, such as invariance to the labeling of alternatives; another

two are structural properties describing how the relation is preserved when shrinking

or expanding the set of possible alternatives;59 and the final two are simple consistency

relationships with the standard revealed preference ⪰: the welfare relation must be a

subset of ⪰, and must respect it for elements not involved in any cycles.

59‘Upward consistency’ says that if the welfare rule puts x above y in all spaces of three alternatives,
then it puts x above y for all spaces; ‘downward consistency’ says that if the welfare rule puts x above y
in a large space of alternatives, then it still does so in any smaller space containing x and y.
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6.3 Illustrating the differences

Perhaps surprisingly, some of the divisions in the welfare debate are easily illustrated by

Nishimura (2018)’s seemingly innocuous consistency properties. These imply that when

the binary choice data is rational, then the welfare evaluation rule should coincide with

the standard revealed preference. Consider the following possible choice data:

C({x1, x2, x3, x4}) = x4, C({x2, x3, x4}) = x2, C({xi, xj}) = xmin{i,j} for i, j ∈ {1, 2, 3, 4}

Nishimura’s framework gleans information from binary sets and ignores the information

from larger sets. His welfare evaluation rule would conclude xi is better than xj whenever

i < j. Though it is also a ‘model-free’ approach, Bernheim and Rangel’s P ∗ would not

come to the same conclusion: for instance, it cannot compare x4 with any other option

(this must be true no matter how other choices are filled in to obtain a complete dataset).

Moreover, both of these ‘model-free’ approaches, which disagree with each other, also

disagree with the welfare implications of some well-known models. For instance, using

de Clippel and Rozen (2021, Proposition 6), it is easy to see that the above choices are

consistent with Mastalioglu, Nakajima and Ozbay (2012)’s model of limited attention and

that, for any rationalizing preference, Nishimura’s ranking is nearly reversed: x4 must be

preferred to x1, and it must also be preferred to at least one of x2 and x3. Having said

this, some models of bounded rationality, such as Manzini and Mariotti (2007, 2012a) and

Cherepanov, Feddersen and Sandroni (2013), do have the feature that when the model is

consistent with the data, there exists a rationalizing preference that respects binary choices

(even if other rationalizing preferences may contradict them). In those cases, Nishimura’s

welfare rule can be viewed as a selection among admissible preferences. Bernheim and

Rangel (2008)’s approach, however, cannot, as the above-listed models infer x is preferred

to y if x = c(S), y = c(T ), and x, y ∈ S ⊂ T , in which case P ∗ is silent. On the other hand,

Ok and Tserenjigmid (2022) find support for the Bernheim and Rangel welfare inference

within a class of stochastic choice models (those induced by lack of strict preference).

6.4 Searching for common ground

All this leaves the literature on welfare in murky waters. In philosophical treaties on the

subject, Rubinstein and Salant (2006b), Köszegi and Rabin (2007a) and Manzini and Mar-

iotti (2014) argue that it is impossible to assess welfare without a model in mind. Köszegi

and Rabin (2007a) make the point that ‘mistakes’ can be systematic, and meaningful
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welfare inferences are possible by incorporating them into models. Manzini and Mariotti

(2014) emphasize that the model-free approach, which guarantees a transitive welfare

preference by utilizing only a subset of observations, comes at a cost: the dropped obser-

vations may reveal information about the DM’s underlying, boundedly-rational model.

What does seem to be clear is that there is no one-size-fits-all approach. Whether

taking a ‘model-free’ or ‘model-based’ approach, some assumptions and restrictions are in-

evitably made. Several works that focus on welfare seem resigned to such a middle-ground

perspective, taking advantage of restrictions while allowing for some flexibility. Cham-

bers and Hayashi (2012) suggest that “instead of arguing that there is a ‘right’ or ‘true’

model ... the economist should recognize that the definition of welfare is a subjective no-

tion” (p. 1819). Allowing for framing, they consider situation-dependent stochastic choice

data from menus and draw on some standard axioms to suggest that the data should be

aggregated linearly, using some weighting rule, to generate welfare inferences. Subjectivity

enters through the modeler’s ability to set those weights: for instance, the modeler might

trust the data from smaller sets more and relatively overweight those choices. Apesteguia

and Ballester (2015) also study welfare inference from stochastic choice data using an

axiomatically-founded measure, though using a different construction. Fixing a prefer-

ence, their swaps index averages (over all observations) the number of alternatives that

rank above the choice; and their swaps preference minimizes this index. Though typically

weighting observations by their relative frequency, they too accommodate weight adjust-

ments based on contextual information. Though the above works specifically consider

stochastic choice data, such approaches have also been studied for deterministic data.

Indeed, Rubinstein and Salant (2012) occupy a similar space, though with more empha-

sis on the decision process. Combining the feature of a true underlying preference with

frames (a.k.a. ancillary conditions), they envision a preference maximizer whose true,

underlying preference becomes distorted by frames in specific, testable ways. A theory

of the distortion formalize how closely choices reflect desires, and thus how seriously we

should take them. The distortion might, for instance, only change the relative ranking of

outcomes that are adjacent in the underlying preference (i.e., x ≻ y ≻ z implies x ≻′ z).

We close this section pointing to one direction in which there is mostly consensus

in terms of its potential promise, and much fertile ground for development: the use

of information beyond choices themselves to assess and improve welfare. For instance,

Rubinstein and Salant (2012) take frames into account to test a conjectured theory of

distortion and make welfare predictions. Benkert and Netzer (2018) delve deeply into

this framework, studying properties of different distortion functions and when optimal
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‘nudges’ (frames) to improve choices can be identified. Goldin and Reck (2020) build some

additional structure into Salant and Rubinstein (2008)’s theory of choice with frames, and

use pension-choice data with known defaults and indicators of decision quality (e.g., time

pressure) to try to infer preferences in a population. Abaluck and Adams-Prassl (2021)

estimate welfare improvements from default prescription drug plans under some stochastic

consideration set models with defaults, including Manzini and Mariotti (2014).

Rather than being an exogenous part of the environment, like a frame, the additional

data may be generated by the DM herself. Caplin et al. (2011)’s gathering of intermediate

decision data, useful for the classification of DMs’ heterogenous search behaviors, may

inform DM-specific choice architecture. Additional data may also help disentangle noise

from intended behavior, getting to the heart of the welfare question: some irrational

choices might simply be mistakes, and the DM may wish to revisit those decisions if

confronted with them. Though they studied classic axioms for choice under risk, one

could imagine taking the approach of Nielsen and Rehbeck (2022) to bounded rationality

models by obtaining information on the DM’s preferences over relevant axioms of behavior.

Response times, reflecting a more subconscious choice output of the DM, may be useful as

well. Alós-Ferrer et al. (2021) enrich random-utility models with the classic chronometric

function, which captures the notion that more difficult decisions take longer. In an elegant

result pointing to the role of theory in deciphering such richer data, they show that

response times can identify a DM’s preference while imposing strictly weaker assumptions

on the noise structure than would be needed if using standard choice data alone.60

7 Looking Forward

A broader picture of the literature emerges from this survey. We see a voluminous and

yet still vibrant literature, offering a rigorous and multifaceted treatment of boundedly-

rational choice. The literature is neither adolescent nor anywhere close to retirement;

rather, it is the perfect time for a mid-life assessment. There remains much room for

growth in theoretical and applied directions, both of which may interact with the above-

noted potential for enriched data.

Broadly speaking, there are two philosophical approaches in the literature. One focuses

mostly on the axiomatic analysis of choice procedures. Another focuses on modeling the

DM’s procedural and computational constraints and studying the implications, following

60Rubinstein (2007) spurred interest in response times; see also Rubinstein (2013), Woodford (2014),
and Fudenberg et al. (2018), among others.
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Simon (1955)’s lead and answering Conlisk (1996)’s appeal. There can be an admittedly

fine line between these approaches. For instance, assuming the DM pays attention to

only the first n alternatives in a list (corresponding to an extreme type of attention-cost

function) may be categorized under the latter approach, while assuming a condition on

attention correspondences that generalizes the first-n-alternatives constraint may be cat-

egorized under the former. Similarly, though it is not explicitly couched in terms of a

cost, sequential application of criteria to eliminate alternatives may be seen as arising

from a cognitive constraint that the DM is unable to aggregate criteria, and can mentally

process only one criterion at a time. Still, there is an arguably greater focus on the ax-

iomatic approach in the choice theory literature. Despite several important contributions

to the modeling of procedural and computational constraints, we believe there remains

much potential for further developments in this vein. Such advances would build addi-

tional bridges to a literature on psychologically-founded models of decision making and a

literature in game theory that incorporates computational and/or procedural constraints.

Another relatively underdeveloped area, despite some important contributions, is in

the testing and comparative evaluation of theories (and their underlying axioms). The

resulting challenges blaze open important and wide avenues for research. Shedding greater

light on these questions will require investment by experimental economists in the creation

of rich data sets. But it also requires theoretical advances. Indeed, this survey lays bare

the recent surge of research in the area of stochastic choice. The near-impossibility of

having fine-grained, individual-level stochastic-choice data, and the confounds arising in

aggregate-level stochastic-choice data, makes the intersection of econometric theory and

choice-theoretic treatments of bounded rationality fertile ground for future research.

Appendix

Proof of Observation 1. By Property (i), it is without loss of generality to consider X =

{x1, x2, . . . } and the sequence Xn = {x1, . . . , xn}.

(A) By nontriviality, there is m such that there is a fraction 0 < pm < 1 of choice

patterns consistent with T given Xm. Define a sequence of blocks of m elements each,

with B1 = {x1, . . . , xm}, B2 = {xm+1, . . . , x2m}, etc. By Property (i), for each block Bj,

the fraction of choice functions over Bj that are consistent with T given Bj is pm. The

fraction of all choice functions over Xn that are consistent with T given Xn is bounded

above by the fraction of all choice functions over Xn satisfying the weaker condition, in

view of Property (ii), that for each block Bj ⊆ Xn, the restriction to Bj is consistent with
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T given Bj. Since the blocks are mutually disjoint, the latter fraction is p
(n mod m)
m . Hence

the fraction of interest is bounded above by a number that tends to zero.

To show the fraction itself monotonically decreases in n, consider two finite setsX ⊂ Y .

For Z ∈ {X, Y }, let CF (Z) denote the set of all choice functions defined on Z, and let

W (Z) denote the subset of those choice functions consistent with T . We have

|W (Y )| =
∑

c∈W (X)

|{c′ ∈ W (Y ) s.t. c′|X = c}| ≤
∑

c∈W (X)

|{c′ ∈ CF (Y ) s.t. c′|X = c}|,

where the equality follows from (ii) and the inequality follows from W (Y ) ⊆ CF (Y ).

But |CF (Y )| =
∑

c∈CF (X) |{c′ ∈ CF (Y ) s.t. c′|X = c}|, and |{c′ ∈ CF (Y ) s.t. c′|X = c}|
is constant in c ∈ CF (X). Let K denote this constant. Hence |W (Y )|

|CF (Y )| ≤ K|W (X)|
K|CF (X)| =

|W (X)|
|CF (X)| . (B) We know there is m and a non-rational choice function c consistent with

T given Xm. Define a sequence of blocks of m elements: B1 = {x1, . . . , xm} = Xm,

B2 = {xm+1, . . . , x2m}, etc. Suppose n > m and Xn contains B1, . . . , BJ . Construct J

choice functions by:61 cj(S) = c(S ∩Bk(j)) if S ∩ (∪k≤jBk) ̸= ∅ where k(j) is the smallest

k such that S ∩Bk ̸= ∅; and cj(S) is the lowest-indexed element of S if S ∩ (∪k≤jBk) = ∅.
Each of the cj’s is consistent with T by Property (iii). To see this, applying Property

(iii) with c over X = B1 and the choice function c′ defined on Y = {xm+1, xm+2 . . .} which

picks the lowest index in each set (being rational, this is consistent with T ) shows c1 is

consistent with T . Suppose by induction cj−1 is consistent with T . Applying Property (iii)

with c over X = Bj and the choice function c′ defined on Y = {x(j+1)m+1, x(j+1)m+2, . . .}
that picks the lowest index in each set, yields a choice function c̃ on {xjm+1, xjm+2, . . .}
which is consistent with T . Apply Property (iii) again with cj−1 restricted to X =

∪k≤j−1Bk and c̃ on Y = {xjm+1, xjm+2, . . .} to show cj is also consistent with T .

Consider distinct relabelings Ψ : Xn → Xn and Ψ′ : Xn → Xn. The choice function

ĉj derived from cj by applying Ψ is distinct from the choice function c̄j derived from cj

by applying Ψ′: the choice from Xn under cj, call it x, is Ψ(x) under ĉj and Ψ′(x) under

c̄j. We are done if Ψ(x) ̸= Ψ′(x). Otherwise, let y ̸= x be the choice from Xn \ {x} under

cj. The same menu arises when applying Ψ or Ψ′, and the selected option is Ψ(y) under

ĉj, or Ψ′(y) under c̄j. We are done showing ĉj ̸= c̄j if Ψ(y) ̸= Ψ′(y). If not, iterate the

reasoning. We must reach a step where ĉj ̸= c̄j; else we’d establish Ψ = Ψ′.

Certainly, cj and cℓ are distinct choice functions for j ̸= ℓ; and for any common

relabeling Ψ, ĉj and ĉℓ are also distinct. We now show ĉj is distinct from c̄ℓ, where c̄ℓ is

61Formally, c is defined over B1. With a slight abuse of notation, we use the same letter c to denote
its natural ‘translation’ to Bj (simply shifting all indices up by (j − 1)m).
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the choice function derived from cℓ when applying a different relabeling Ψ′. Without loss,

suppose j < ℓ. As cj coincides with cℓ for each menu S that intersects ∪k≤jBk, there is no

loss in assuming Ψ = Ψ′ on ∪k≤jBk (otherwise the reasoning from the previous paragraph

would show ĉj is indeed distinct from c̄ℓ). Hence the image (R) of the remaining options

is the same under Ψ and Ψ′. The conclusion follows, as c̄ℓ is not rational over R but ĉj is.

Hence we can construct at least J(n!) choice functions consistent with T given Xn,

where J = (n mod m). As there are n! rational choice function, the fraction of choice

functions consistent with T given Xn that are rational goes to zero as n → ∞. Q.E.D.
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Kibris, Özgür, Yusufcan Masatlioglu, and Elchin Suleymanov (2021a), A

Random Reference Model, Unpublished manuscript.
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Kószegi, Botond and Matthew Rabin (2007a), Mistakes in Choice-Based Welfare

Analysis, American Economic Review, 97(2), 477–481.

62
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